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CHAPTER 1. INTRODUCTION

Chapter 1

Introduction

1.1 The Role of Data Science in Modern Telecom Companies

Nowadays Big Data is a strategic and vital source of digital innovation and services im-

provement. Communications service providers that want to be innovative and maximize

their revenue potential must have the right solution in place so that they can harness the

volume, variety and velocity of data coming into their organization and leverage actionable

insight from that data.

Given the premises above, it is a fact that sometimes telecom providers do not have all

the required domain knowledge to fully exploit all the the precious information contained

on their collected data and this issue leads to a lack of considerably profitable businesses.

The evolving scenario shows that data can be seen as a product (in respect of national and

EU privacy laws and regulations) that companies and researchers can exploit to archive

their goals. Even more data can be exploited to build up telecom-data-driven services cre-

ating new opportunities for third-party companies to establish business-to-business deals

or even more to improve internal business intelligence processes.

As previously mentioned telecom providers are daily collecting huge amounts of various

data related to users and their behaviours, one of those is geo-positioning, this kind of data

is continuously collected and trends highlight that the precision of the positioning through

Cell Tower “Triangulation” in urban areas is getting more and more accurate; in fact, to

provide a better service to many customers in a given area, telecom providers have been

improving their networks with many smaller cells, each with its own antenna. The areas

(at least in an urban scenario) are served by these new cells are much smaller than the old

ones, resulting in a smaller geographic area (leading to an increased location precision).
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CHAPTER 1. INTRODUCTION

Companies like ParkNav are exploiting this kind of positioning data to predict the proba-

bility to find a free parking spot in a given street, but this is only one application within

a huge set.

1.2 Our Study

Our study aims to discover a new possible Telecom data exploitation, its applications, its

effectiveness, and its possible impact on the modern society in order to improve human

mobility and well-being answering to the following questions:

� Which data do mobile Telecom operators own?

� How can we exploit the “tacit” knowledge contained in it?

� With which effectiveness we can use it to serve the society development?

In order to provide a real and well established scientific answer, given these generic premises,

some scientific questions naturally arise:

1. How do we extrapolate knowledge from the big amount of information we collect?

2. What are the most important (relevant) components defining a user behaviour?

3. How do we represent and model this information in such a way that can be described

with a mathematical language in order to generate a model understandable and

computable by a machine?

4. Is it possible to predict with a certain generalization the future behaviour of a set of

users?

The applications of a predictive system would cover a wide range of use cases. In this

specific context the usual behaviour of users will be exploited as a baseline to detect ex-

traordinary events such as car accidents or traffic jams.

In order to archive the goal two anomaly detection techniques will be used to spot

these unexpected events. The results of this research coupled with an optimization pro-

cess research could be useful to notify users the best route to follow in order to avoid as

much as possible delays caused by unexpected events mentioned above, possibly, avoiding

to generate new traffic jams.

2



CHAPTER 1. INTRODUCTION

1.3 Outline

The structure of the thesis will follow the following schema: in chapter 2 all the details

about the data will be provided, in chapter chapter 3 we will describe the pre-processing

operations performed over it. Then in chapter 4 an overview of the current status of the

research will be provided. Following with chapter 5 some theoretical background will be

provided in order to formally define the theoretical concepts useful to formally describe

methods used. Only then in the same chapter we will present two different models about

anomalous events detection. In chapter 6 we will discuss about experimental results. While

finally on chapter 7 conclusions about the research will be provided coupled with the future

work of this research.
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Chapter 2

Data Set and Framework

2.1 General Overview

As mentioned in the introduction chapter, in this specific research framework, we are trying

to understand human mobility through the analysis of mobile phone data-sets. This area

of research has emerged about a decade ago, given the availability of anonymized data-

sets, this field recently has become a stand-alone research topic. In this scenario work we

study the global behaviour of aggregated mobility in order to detect behavioural anomalies.

Mobile phones, especially smart-phones have reshaped people’s communication habits

in the first the years of the actual century. During the past times the world penetration of

mobile phone ownership has raised from 12% of the world population up to 96% in 2014

with a penetration of 128% in the developed world and 90% in developing countries [2]

allowing individuals to be connected even in the most remote world’s areas. Provided these

premises we can assert that nowadays mobile phones are ubiquitous. In most countries of

the developed world, the coverage reaches 100% of the population. Due to their ubiquity,

these handsets have stimulated the creativity of the scientific community. The essence of

mobile phones have revealed them to be a source of rich data.

The first application of a study of phone logs (not mobile) appeared in 1949, with a

paper by George Zipf modeling the influence of distance on communication [12]. Since then,

phone logs have been studied in order to infer relationships between the volume of com-

munication and other parameters, but, the actual penetration of mobile phone generated

data in massive quantities as well. The power of actual computers and methods make them

able to handle those data efficiently. This fact has definitely boosted the research interest

in that domain. Being personal goods, mobile phones enabled to infer real social networks
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CHAPTER 2. DATA SET AND FRAMEWORK

from their CDRs, while fixed phones are shared by users of one same geographical space.

The communications logs (CDRs) recorded on a mobile phone are thus representative of a

part of the social network of one single person, where the records of a fixed phone reaches

their limits.

2.1.1 Call Detail Records

A Call Detail Record (CDR) is a data record produced by a telephone exchange or other

telecommunications equipment that documents the details of a call or other telecommuni-

cations transaction (e.g., Short Message Service also known as SMS) that passes through

a telecom provider infrastructures.

The Call Detail Records (CDRs), needed by the mobile phone operators for business

purposes, hold a huge amount of information on how, when, and with whom people commu-

nicate. The record contains various attributes of the call, such as time, duration, completion

status, source number, and destination number. Call detail records are useful for many op-

erational tasks; in fact, for telecom providers, CDRs represent a critical resource for the

production of revenue, in fact they provide the basis for the generation of telephone bills

while in the field of law enforcement, call detail records provide useful information that can

help to identify suspects, call data logs can reveal details such as some individual’s relation-

ships with other individuals, communication and/or behavior patterns, and even location

data that can establish the estimated location of an individual during the time spent on a

mobile phone call. Mobile phone CDRs, contain logs on communications between millions

of people at a time, and contain real observations of communications between them. As

mentioned before, CDRs also contain estimated localization logs and could be integrated

to external profiling data about customers such as age, gender and their environment. Such

a combination of heterogeneous data-sets makes mobile phone’s CDRs an extremely rich

source of data for scientists as the logs hold user profiling information often over a wide

period of time.

Along the past few years there have been a growing interest on research based on the

analysis of CDRs and has been for a few years the leading topic of NetMob, an international

conference on the analysis of mobile phone data-sets. Lately the telecom company Orange

has, proposed the D4D challenge, whose concept is to give access to a large number of

research teams throughout the world to the same data-set from an African country. Their

purpose is to make suggestions for development, on the basis of the observations extracted

from the mobile phone data-set. Of course, there are restrictions on the availability of

5
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some types of data and on the projected applications. First,communication's contents are

not stored by the operator; second, while mobile phone operators have access to all the

information �led by their customers and the CDRs, they may not give the same access to

all the information to a third party (researchers included), depending on their own privacy

policies and the laws that apply in the country of application.

Anyway, names and phone numbers are never transmitted to external parties. In some

countries, location data, such as the base stations at which each call is made, have to

remain con�dential in some cases operators are even not allowed to use this kind of data

for internal private research or business intelligence activities.

For the researchers point of view a mobile phone log has two advantages over �xed

phones logs: �rst, its owner has almost always the possibility to pick up a call, thus the

communications are re�ecting the temporal patterns of communications in great detail,

and second, the positioning data of a mobile phone allows to track the displacements of its

owner over the time.

2.2 The Data-Set

In this section we are going to provide all the details and some statistics about the speci�c

data-set on which all the experiments have been performed.

The dataset have been kindly provided byMagyar Telekom and it is composed by several

csv (comma separated values) source �les; all the information contained on such �les have

been organized on a daily basis. The entire information contained within the dataset covers

a range of 31 days more precisely between 15th September 2016 and 15th October 2016

included.

2.2.1 Privacy Laws Compliance

In order to be compliant to the actual Data Protection Directive (o�cially Directive

95/46/EC on the protection of individuals with regard to the processing of personal data

and on the free movement of such data) which regulates the processing of personal data

within the European Union, the dataset have been anonymized by the company on a daily

basis, only after this process it have been donated to our research group.

Personal details such as full names, phone numbers and billing addresses have been re-

moved so that it is practically impossible to follow and pro�le a speci�c user over its
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interaction with the network for more than one day. Given the nature of the data it is

barely impossible to identify and follow users over the whole time covered by the dataset.

As we will see this anonymization process had an impact on some decision processes over

our research techniques.

2.2.2 The Data-Set Structure

The dataset is mainly divided in four types of �les:

� Cell Towes Global Positioning System (namely: cells.csv)

� CRM Customer Relationship Management Data (namely: crm_YYYYMMdd.csv)

� MSC Mobile Switching Center (namely: msc_YYYYMMdd.csv)

� NGPRS Network General Packet Radio Service (namely: ngprs_YYYYMMdd)

2.2.3 Cell Towers

This �le contains details about the cell towers displaced within Hungary. As shown in table

2.1 the �le is composed by four columns.

Generation NGPRS ID MSC ID Latitude Longitude

2G 2163000220BBC 0112F60300220BBC 47.4650098389 19.1169265800

3G 2163010D8E999 0212F60310D8E999 46.8789007026 19.2378720375

4G 2163000429A1D 0212F60300429A1D 47.7321115414 18.8428974285

Table 2.1: cells.csv Example

Follows the description of the �le content:

Generation

This column indicates which technology is powering the cell tower signal. This record

contains the number of mobile telecommunications technology the domain of this column

can be respectively: 2G, 3G or 4G.

MSC ID

This value represent the id of the cells contained on the MSC �les logs. In fact for every

interaction between a mobile phone and the mobile switching center the identi�er string of

7
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the voice call cell where the phone is connected is logged and stored. This value is unique

for every record and it resulted useful to detect the geo-localization of the call event.

NGPRS ID

This value represent the id of the cells contained on the NGPRS �les logs. In fact for every

interaction between a mobile phone and the gprs data network the identi�er string of the

cell where the phone is connected is collected and stored. This value is unique for every

record and it resulted useful to detect the geo-localization of the data event.

Latitude

Latitude is a geographic coordinate that speci�es the north�south position of a point on the

Earth's surface. Latitude is an angle which ranges from 0� at the Equator to 90� (North or

South) at the poles. In this case the information is represented on Decimal degrees (DD).

This value represents the exalt latitude of the speci�c cell tower.

Longitude

Longitude is a geographic coordinate that speci�es the east-west position of a point on the

Earth's surface. By convention, the Prime Meridian, which passes through the Royal Ob-

servatory, Greenwich, England, was allocated the position of zero degrees longitude. Also

in this case the information is represented on Decimal degrees (DD). This value represents

the exalt longitude of the speci�c cell tower.

From Figures: 2.1 and 2.2 is clear that (provided the mostly �at characteristics of the

Hungarian landscapes) the density of the cells follows almost the population density over

the territory. In fact the cell towers placement is more dense within urban areas rather

than on country sides. This increases the location resolution in urban areas rather than in

the rest of the territory. Important to note is the fact that in a non urban environments cell

towers appear to be displaced according to the mobility infrastructure highways included.

This latter property of the dataset makes easier to monitor the highway mobility activity

from the telecommunication perspective, in fact the activity of the cells displaced far from

cities and close to highways can provide data about travellers with a signi�cant lower level

of what we de�ne static noise (telecommunication activities performed by non travelling

subscribers). When the number of non moving subscribers is low in general the cell log

activity result to be lower and well correlated with the highways status making easier to

infer the activity of a system from the other.

8
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Figure 2.1: Cell Towers Placement in Hungary

Figure 2.2: Budapest Urban Area and Rural Area Comparison
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2.2.4 CRM

The CRM �les contain all the details about users and some generic data about pro�ling

information. Provided the daily anonymization of the data the dataset does not contain

just a �le about subscribers but there is a �le for every day covered by the dataset.

IMSI ZIP City Sex Age Cat. SS ARPU 4G SED

5804D052 3794 Boldva F 23 SMB N 1 Y 201705

584E7114 6783 Ásotthalom F 29 LAK N 2 Y 201711

584DB2CB 3530 Miskolc M 51 LAK N 2 Y 201709

Table 2.2: cells.csv Example

Follows the description of the �le content:

IMSI

The International Mobile Subscriber Identity or IMSI (daily anonymized) is used to identify

the user of a mobile network and is a unique identi�er associated with the cellular network.

It is represented as a 64 bit infromation �eld and is sent by the phone to the network. It is

also used for acquiring other details of the mobile in the home location register (HLR) or

as locally copied in the visitor location register. The IMSI identi�er is usually composed

by 15 digits, but can be shorter.

ZIP

The ZIP code is a postal code, in hungary it is composed by a series of four digits, it is

usually included in a postal address for the purpose of sorting mail. The assignment of this

code is aimed to divide geographical areas in smaller sections. It gives an idea of the home

site of the subscriber. The total number of zip codes contained in the dataset is 4205.

City

The name of the city where the subscriber has its residence. The number of the unique

records is exactly 5353. Provided that the number of unique ZIP codes is higher than the

number of cities in this case the dataset might have some inconsistency or ZIP codes might

be the same for several little villages.

10
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Sex

The sex column contains the gender of the subscriber, it can have two valuesM for male

and F for female, in several records this �eld have been observed to be missing.

Age

This value contains the age of the subscriber expressed in years. The median value of the

age resulted to be 44.

Cat.

This �eld contains a variable describing the client's contract type basically it helps to de-

�ne if the subscriptions are for business proposes or not providing details on the size of the

business.

The possible values are:

� LAK for private individuals

� SH+ for private individual entrepreneurs

� SMB for small and medium business

� TSS TSS for T-systems subscribers

SS

This record is used to classify users if they have both a �xed line subscription and a mobile

subscription with the same operator.

ARPU

Average revenue per unit, usually abbreviated to ARPU, is a measure used primarily by

consumer communications and networking companies, this value de�nes how the subscriber

is used to spend on average. This column has a discrete co-domain, in fact the values are in

a range between 1 and 5. In this case the user is classi�ed based on its best �tting category

5 means that the user is very valuable for the company revenues.

4G

This �eld simply indicates if the SIM card of the customer supports 4G or not.

11
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SED

Namely Subscription end date, this �eld indicates the year and the month when the cus-

tomer's subscription will expire.

2.2.5 MSC

The MSC (namely mobile switching center) �les contain all the details about users inter-

actions with the voice infrastructure such as voice call sent/received or SMS sent/received.

This kind of information represents the core of our research as it is coupled with the GPRS

data give to us a real perspective of the users activity with the network. This kind of events

stored in the MSC �les always contain time logs. The number of daily logs contained into

each �le is about 30 millions.

EID SIMSI IMSI TAC EID Date T. CID

3..1 580A24EE 58753827 35087470 7 2016-09-15 09:46:47 216..963

1..1 580A24EF 5876EE8A 35727105 3 2016-09-15 19:20:42 216..8C0

3..4 580A24EE 58753827 35087470 7 2016-09-15 09:46:44 216..963

Table 2.3: msc.csv Example

Follows the description of the �le content:

EID

This column represent the identi�er of the event. This value is unique and is an integer.

SIMSI

This value represents the International Mobile Subscriber Identity of the subject performing

the action.

IMSI

This value represents the International Mobile Subscriber Identity of the object of the

action.

12
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TAC

The TAC namely Type Allocation Code is the initial eight-digit portion of the 15-digit

IMEI code used to uniquely identify mobile devices. The Type Allocation Code identi�es

the speci�c model of the mobile telephone for use on a GSM, UMTS networks. The TAC

number is interesting because can give insight on the actual mobile handsets market. Since

the IMEI code is unique for every device it have been truncated for privacy reasons.

EID

This �eld provides information about the kind of event that triggered the msc log.

The possible values are:

� 1 Outgoing call

� 3 Incoming call

� 7 Incoming SMS

� 9 Outgoing SMS

Date T.

This �eld in terms of our research is the most valuable one, in fact it provides the a temporal

coordinate about the time when the event have been triggered.

CID

This �eld represents the speci�c cell tower identi�er, even in this case this record is funda-

mental for our research, in fact if merged with the information contained in the cells �le

provides an estimation of the geographic location of the described event.

2.2.6 NGPRS

The NGPRS �le (namely Network General Packet Radio Service) �les contain all the de-

tails about users interactions with the data services such as data requests sent or received.

This kind of information is the most valuable in our research as it is coupled with the MSC

data give to us a real perspective of the users activity with the network. This kind of events

stored in the NGPRS �les always contain time logs. The number of daily logs contained

into each �le is about 200 millions.

13



CHAPTER 2. DATA SET AND FRAMEWORK

EID IMSI TAC Event T. Date T. Cell ID

673279649 580A7812 35945707 84 2016-09-15 13:30:41 1012F6030002F303

673279649 580A7812 35945707 85 2016-09-15 00:27:50 1012F60300097402

673279649 580A7812 35945707 18 2016-09-15 17:44:08 00828CEA

Table 2.4: cells.csv Example

EID

This column represent the identi�er of the event. This value is unique and is an integer.

IMSI

This value represents the International Mobile Subscriber Identity of the subject performing

the action.

TAC

As for the MSC �le the TAC namely Type Allocation Code is the initial eight-digit por-

tion of the 15-digit IMEI code used to uniquely identify mobile devices. The Type Alloca-

tion Code identi�es the speci�c model of the mobile telephone for use on a GSM, UMTS

networks. The TAC number is interesting because can give insight on the actual mobile

handsets market. Since the IMEI code is unique for every device it have been truncated

for privacy reasons.

Event Type

This �eld describes the type of the event, it can contains three values:

� SGSN The Serving GPRS Support Node (SGSN) is a main component of the GPRS

network, which handles all packet switched data within the network, e.g. the mobility

management and authentication of the users. This event is logged every authentica-

tion process is triggered.

� SGW The SGW routes and forwards user data packets, while also acting as the

mobility anchor for the user plane during inter-Node handovers. This event is enabled

every time the user equipment changes node.

� PGW The PDN Gateway provides connectivity from the UE (User Equipment) to

external packet data networks by being the point of exit and entry of tra�c for the

14
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UE. This event is logged every time the user performs data requests or receives data

packets.

Date T.

This �eld in terms of our research is the most valuable one, in fact it provides the a temporal

coordinate about the time when the event have been triggered.

Cell ID

This �eld represents the speci�c cell tower identi�er, even in this case this record is funda-

mental for our research, in fact if merged with the information contained in the cells �le

provides an estimation of the geographic location of the logged event.

Comments

In this section we described how the dataset is composed. The CRM contains anonymized

information about customers. The localization data is contained on the cells �le. Finally

the communication events are stored in two separate �les the MSC for voice data (and

SMS) and NGPRS for the internet connection tra�c. Given the the presented character-

istics of the data the location obtained by merging the information contained in the MSC

and NGPRS logs and the cell towers location does not provide the exact location of the

subscriber but simply the location of the cell tower from where the event was registered,

this characteristic of the information has an impact on the precision of the entire system

because the area covered by cell towers (in rural areas) can be about several square kilo-

meters. The range covered by a speci�c cell tower depends on several factors such as: the

averagecrowdednessof the speci�c area and its geological properties. The dataset contained

exactly 39898 di�erent cell towers locations placed all over Hungary (Figure 2.1).
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Chapter 3

The Framework and Data

Preprocessing

In this section we will give a brief overview of the technologies used to handle the experi-

ments on the data and then we will describe in detail how the data preprocessing operations

have been performed.

3.1 The Framework

3.1.1 Bash

In order to reshape and clean the database all the power and simplicity of the Linux

Burning Shell and Python have been used. In fact tools likeawk, sed, and other text ma-

nipulation commands have been used. All the �les have been decompressed using the GNU

tar utility. During the preprocessing phase all the inconsistent logs have been removed,

only the strict necessary data have been kept such as event log time and cell position.

All the customer data have been �ltered out reshaping the �les based on the cell towers

activity. So given this fact our perspective is not centered on the single user activity but

rather on the aggregated activity around the cells.

The temporal resolution of the time series is in seconds, but, as we will see further in our

research a more aggregated time resolution provided a better understanding of the data

both during the visualization process and the experimental one.
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3.1.2 Python

The simplicity and the "programmer-friendly characteristics" of Python made it the best

choice to develop the code to validate our techniques in short time and without many lan-

guage related issues. Thank to this we gained time and resources to study and to develop

the proposed solutions.

Python is a free and open-source general-purpose, high-level interpreted programming lan-

guage. The Python's dynamic type system, the automatic memory management and the

software design in general make it simple to learn and certainly a good instrument for

prototyping in short time terms. Python interpreter is available for many platforms, this

make it widely portable. As any general-purpose programming language it does not come

with speci�c built in modules to operate with time series itself.

3.1.3 Python Pandas

In order to get a time series oriented framework thePython Pandas package have been

used. We choose Pandas because is fast, and provides �exible data structures, it is designed

to make working with labeled data both easy and intuitive. It aims to be the fundamental

high-level, language independent tool for real world data analysis.

Pandas is built on top of NumPy and is intended to integrate well within a scienti�c

computing environment with many other 3rd party libraries, in fact in order to plot graphs

the PyPlot package have been used with a 100% compatibility.

3.2 The Data Preprocessing Phase

I this section we are going to provide technical details about the preprocessing phase.

3.2.1 Decompression Phase

Since the original dataset �les have been delivered in a compressed.tgz format a bash script

have been wrote for the decompressing phase (Code Snippet 3.1). The script is subdivided

in two main parts: a for loop and a parallel() function. For every �le except CRM ones

(regular expressions have been used to �lter �le names) a new process that executes the

parallel() function is spawned.

The tar -xvf <compressed_�le_path> command decompresses the �le (passed as param-

eter) in the script execution folder. Finally after the decompression phase all the decom-

pressed �les are moved and renamed from the temporary decompression folder in the proper
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directory based on the nature of the �le (MSC or NGPRS).

The compressed MSC �les average dimension was around 500MB while decompressed about

2.5GB with a compressing ratio around 500% containing on average about 30million logs

per day, while NGPRS �les originally before decompression on average occupy 2.5GB, and

after about 15/16GB with a compression ratio close to 1000% with an average of 200million

logs per �le.

1 #!/ bin / bash
2 # FILENAME : decompressor .sh
3
4

5 RES_FOLDER =/[ path_to_the_archive ]/;
6 TMP_FOLDER =/[ path_to_tmp_working_directory ]/;
7 DEST_FOLDER =/[ main_path_of_dest inat ion_folder ]/;
8

9 paral lel () {
10
11 # the fi le name to decompress is passed as parameter
12 f i le=$1
13
14 # decompressing command -x: extract , -v : verbose , -f folder name
15 tar -xvf $fi le
16
17 # bui lding the name of the fi le
18 fname_0 =${ fi le# $RES_FOLDER }
19 fname =${ fname_0 %. tgz }
20
21 # creat ing the name of the final f i le
22 s_tmp =${ fi le# $RES_FOLDER ' motionl_MT_ '}
23 new_f_name =${ s_tmp %. tgz }
24
25 # Dif ferent dest inat ion folders depending on the type of f i le # RegEx
26 if [[ $f i le =~ .* msc .* ]]; then
27 # Move the fi le to the right folder
28 mv -v $TMP_FOLDER$fname $DEST_FOLDER " msc_temp /" $new_f_name
29

30 elif [[ $f i le =~ .* ngprs .* ]]; then
31 # Move the fi le to the right folder
32 mv -v $TMP_FOLDER$fname $DEST_FOLDER " ngprs_temp /" $new_f_name
33
34 else
35 # Debugging log
36 echo "NO MATCH ! Skipping $fi le "
37
38 fi
39

40 }
41
42 # for every fi le in the data resource folder
43 for f in $RES_FOLDER *
44 do
45 # if not a CRM file then (# RegEx )
46 if ! [[ $f =~ .* crm .* ]]; then
47 # paral lel decompresses the fi le ;
48 paral lel $f >> out . log &
49
50 else
51 # Debugging log
52 echo " SKIPPED : $f "
53
54 fi
55 done

Code Snippet 3.1: Parallel Decompressing Script
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3.2.2 Inconsistency Analysis

After the decompression phase we started to clean the data, but unfortunately during this

process we realized that our dataset contained some inconsistencies, in fact, some records

(both for MSC and NGPRS �les) contained unique cells identi�ers that did not match

with our list of cell towers identi�ers.

In order to better understand and get a quantitative measure of this inconsistencies and

the number of a�ected records we decided to write an ad hoc test. This analysis have

been performed to understand if these inconsistencies would have an relevant impact in

our research or not. On Code Snippet 3.2 we scan all the dataset �les and try to match

the identi�ers, in case this does not happen then we collect some information about it

generating some statistics. The test scanned the whole dataset involving billion of records

taking more than �ve hours (exactly 5h 31m 17s) to run in a single threaded python process.

Table 3.1 shows the statistics reported by our test; the table reports the total number of

processed �les, the total number of records contained in our dataset, the total number of

the cells found on MSC and NGPRS �les but not found in the cells �le, the number of cells

listed in the cells �le, the total number of all the cells found in the CRM and NGPRS �les

and �nally the number of the so called phanthom cellsthat is the number of cells contained

in the cells �le but not referenced at all from both the MSC or NGPRS �les.

Value Name N

Number of Processed Files 62

Total Number of Records 6,584,008,885

Number of A�ected Records 1,467,264,300

Number of Listed Cells 75,502

Total Number of Discovered Cells 1,651,060

Number of Missing Cells 1,592,811

Number of Phantom Cells 17,253

Table 3.1: Cell Inconsistency Report

The number of a�ected records is considerably high, anyway we decided to go further in the

research, the missing values are not randomly distributed but they involve precise locations.
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1 #!/ usr /bin / python3
2 # FILENAME : cel l_consistency .py
3
4 import os , csv
5

6 h_cel ls_f = ' /[ base_path ]/ cel ls . csv '
7 WORKING_DIR = ' /[ base_directory_contain ing_decompressed_f i les ] '
8 # specif ic f i le type subfolders
9 MSC_TMP = '/ msc_temp '; NGPRS_TMP = '/ ngprs_temp '

10 # set Python 's structure automatical ly handles dupl icates
11 c_set = set () ; desd_c = set () ; miss_cs = set ()
12

13 def main () :
14
15 # Values ini t ia l izat ion
16 n_proc_f = 0; tot_n_of_rec = 0; tot_n_of_inc_rec = 0
17
18 # loads the list of phone cells from the datast
19 with open ( h_cells_f , 'r ' ) as hcel ls :
20

21 cells = list ( csv . reader (hcells , del imiter =" ; " ) )
22
23 # creates the cel l_set from the .csv fi le
24 for cell in cel ls :
25 c_set .add (cell [1])
26
27 # fi le l ist in i ta l izat ion
28 f i le_l ist = []
29
30 # Generates the list of all f i les to be tested
31 for d in [MSC_TMP , NGPRS_TMP ]:
32 for f in os . l istdir ( WORKING_DIR +d):
33 f i le_l ist . append ( WORKING_DIR + d + "/" + f )
34
35 # For every fi le
36 for f in f i le_l ist :
37

38 with open (f , 'r ' ) as fi l :
39 # ini t ia l ize the fi le reader
40 reader = csv . reader ( fil , del imiter = '; ' )
41
42 # for every entry of the fi le
43 for record in reader :
44 # increase the counters
45 tot_n_of_rec +=1
46
47 # if the encountered cell is not l isted in our dataset
48 if record [8] not in c_set :
49 # adds it to the proper set ()
50 miss_cs .add ( record [8])
51 tot_n_of_inc_rec +=1
52
53 # set of all descvered cells
54 desd_c .add ( record [8])
55 del ( f )
56 n_proc_f +=1
57
58 # prints the stat ist ics
59 print ( " Number of f i le processed : " + str ( n_proc_f ) )
60 print ( " Number of records :" + str ( tot_n_of_rec ))
61 print ( " Number of Inconsistant Records : "+ str ( tot_n_of_inc_rec ))
62 print ( " Number of l isted cells : " + str ( len ( c_set ) ) )
63 print ( " Number of missing cells : " + str ( len ( miss_cs )))
64 print ( " Number of descovered cells : " + str ( len ( desd_c )))
65 print ( " Number of phantom cells : " + str ( len ( c_set ) - len ( c_set & desd_c )))
66 # save the result
67 np. save ( ' c_test_res .npz ' ,[ n_proc_f , tot_n_of_rec ,miss_cs ,c_set ,desd_c ,

tot_n_of_inc_rec ])
68
69 # main funct ion
70 if __name__ == '__main__ ':
71 main ()
72
73 # EOF

Code Snippet 3.2: Cells Consistency Test
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3.2.3 Data Cleaning and Aggregation

After the decompression and the inconsistency test phase we started working on removing

useless records, aggregating and �nally reshaping the data (both for the MSC and NGPRS

data logs) trying to reduce the information at the minimum in order to make it properly �t

with our speci�c project-related needs. We decided to do so both for matters of commodity

and for performances reasons.

After this phase the �les contained not only the unique identi�er of the cell tower but also

the global position coordinates, this procedure avoided us to consult the cell.csv �le every

time we analyze a record, thus, increasing time performances when working with time series.

To do so for utility reasons we split this task in several steps. First of all a python mod-

ule called cleaner_plus_gps have been wrote (Code Snippet 3.3). It contains a function

called csv_handler the scope of the function is to �lter the �le attributes based on the

needs and then add the gps coordinates of the cell tower based on the tower id attribute.

csv_handler(...) takes exactly four parameters as input:

1. The path of the input �le

2. The separator char of the .csv input �le (optional)

3. An array containing the csv columns to keep on the output �le

4. The name of the output �le (optional)

The function csv_handler is then used onparallelize.py (Code Snippet 3.4) which spawn

parallel executors to perform the cleaning operation in a parallel fashion.

At the end of the procedure we got �les organized still on a daily basis but containing

just four records: the IMSI of the subscriber, the date-time of the event (without details

about its nature) and �nally the longitude and latitude of the cell tower related to the

event. Given the inconsistency of the dataset analyzed with the consistency test, in case

the cell tower identi�er of the event log is not contained into the cells �le then the log is

just discarded.

1 #!/ usr /bin / python3
2 # FILENAME : cleaner_plus_gps .py
3
4 import sys , csv
5

6 h_cel ls_f =" /[ path_to_f i le ]/ cel ls . csv "
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7

8 def csv_handler ( f i lepath , separator =" ," , attrs , out_f i le_path =None ):
9 # python dict ionary to fi l l with tower data

10 tower_dic = {}
11

12 # open the cell f i le in read -only mode ( al lows concurrency )
13 with open ( h_cells_f , 'r ' ) as hcel ls :
14 # reads thw full cel ls . csv fi le
15 cells = list ( csv . reader (hcells , del imiter =" ; " ) )
16 # fi l ls the dict ionary with the cell towers data
17 for cell in cel ls :
18 tower_dic [ cell [1]] = [ cell [2] , cell [3]]
19
20 # open the input f i le f i le in read -only mode
21 with open ( fi lepath , 'r ' ) as in_csv_f i le :
22 # csv reader ini t i l izat ion
23 reader = csv . reader ( in_csv_fi le , del imiter = separator )
24
25 # handle the missing output f i le parameter
26 if not out_f i le_path :
27 out_f i le_path = fi lepath + " _clean "
28
29 # open the output f i le in write mode
30 with open ( out_f i le_path , 'w ') as out_csv_f i le :
31 # csv writer in i t ia l izat ion
32 writer = csv . writer ( out_csv_fi le , del imiter = '; ' )
33
34 # For every l ine add the cell tower coordinates and
35 # final ly keeps only the arguments passed as " attrs " parameter
36 for record in reader :
37 try :
38 writer . wri terow ([ record [i -1] for i in attrs ] +
39 tower_dic [ record [ -1]])
40 except KeyError :
41 # Discards inconsistent cel ls ...
42 # Consisi tency test provides detai ls about the stat ist ics
43 pass
44 # EOF

Code Snippet 3.3: CSV Filtering plus GPS

1 #!/ usr /bin / python3
2 # FILENAME : paral le l ize .py
3 import os
4 # import the funct ion to be paral le l ized
5 from cleaner_plus_gps import csv_handler
6 # import python 's mult iprocessing thread pool handler
7 from mult iprocessing import Pool
8

9 # some str ing variables ini t ia l izat ion ( paths and suff ix )
10 WORKING_DIR = ' /[ path_to_the_root_working_dir ]/ cutted '
11 MSC_TMP = '/ msc_temp '; NGPRS_TMP = '/ ngprs_temp '; MSC = '/msc '
12 NGPRS = '/ ngprs '; SUFFIX = '_cutted_gps .csv '
13 DIR_LIST = [[ MSC_TMP ,MSC ] ,[ NGPRS_TMP , NGPRS ]]
14 def main () :
15 # creates a pool composed of 10 executors
16 pool = Pool (10)
17 # fi le l ist in i t ia l izat ion
18 f i le_l ist = []
19 # creates the list of f i les to be processed
20 for inner in DIR_LIST :
21 for f in os . l istdir ( WORKING_DIR + inner [0]) :
22 # for both in inner :
23 f i le_l ist . append ([ WORKING_DIR + inner [0]+ '/ '+f , WORKING_DIR + inner [1]+ '/ '+ f

+ SUFFIX ])
24 # creates the list of parameters for the executors
25 parameters = [[ f [0] , ' ; ' ,[2 ,8 ,9] , f [1]] for f in f i le_l ist ]
26 # passes the funct ion to be executed by the 10 executors
27 # and the list of parameters that the csv_handler takes
28 pool . starmap ( csv_handler , parameters )
29
30 if __name__ == " __main__ ":
31 main ()
32
33 # EOF

Code Snippet 3.4: Parallelization Python Handler
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3.2.4 Data Filtering and Reshaping

At this point we have minimized the dataset removing all the irrelevant information from

it. But since we are going to analyze the activity from the cells perspective we decided to

aggregate the data still on a daily basis but divided by cells locations. After this phase ev-

ery cell will have a �le describing its daily activity. In fact, our �les before the �ltering task

are just divided in a daily basis but containing all the logs of all the cell towers displaced

in Hungary. Performing this reshaping we will get many more �les (one for each cell for

each day of the month) but smaller and better organized, leading to a more agile analysis.

In Code Snippet 3.5 we select the cells locations and the interested dates then the script will

�lter and sort the event logs according to our needs. Only after this thets_min_aggregator.sh

bash script (Code Snippet 3.6) aggregates and counts the number of logs with a resolution

of seconds. Here by we used many powerful features of bash such as thepipe function ( | )

that connects the standard output of a command with the standard input of another, the

grep utility is used to �lter the logs based on the cell, the sort command is used to sort the

logs in ascending order based on time whileuniq -c have been used to count the number of

logs for each second. Here theawk utility is used to �lter and format inputs and outputs.

Also in this case the NGPRS and MSC data have been kept separated for utility reasons.

1 #!/ bin / bash
2 # FILENAME : logs_cel ls_f i leter ing_plus_ts .sh
3
4 # base path ini t ia l izat ion
5 BASE_DIR = '/[ working_directory_path ]/ cutted '
6 DEST_DIR =" /[ output_dir_path ]/ cutted /20170927 _M1"
7 # array of interested dates
8 DATES =( '20160920 ' '20160927 ' '20161004 ' '20161010 ')
9 # array of interested locat ions

10 cel ls_coord_l =(
11 '47.6511212317;17.9824818709 ' '47.6763226127;18.0341952315 '
12 '47.6734745202;18.0960044913 ' '47.6728137899;18.1777190948 '
13 )
14

15 for day in ${ DATES [@]}; do
16

17 SUB_DIRS =(
18 '/msc / msc_T .out . ' $day ' _cutted_gps .csv '
19 '/ ngprs / ngprs_T .out . ' $day ' _cutted_gps .csv '
20 )
21 SUFFIX ='_ '$day '. csv '
22

23 for sdir in "${ SUB_DIRS [@]} " ; do
24 for suff in "${ cel ls_coord_l [@]} " ; do
25 # Fi l ter ing Phase
26 cat $BASE_DIR$sdir | grep $suff >> " $DEST_DIR / $suff$SUFFIX "
27 # Aggregat ion Phase
28 ./ ts_min_aggregator .sh " $DEST_DIR / $suff$SUFFIX " " $DEST_DIR / ts / ts_$suff$SUFFIX "
29
30 done
31 done
32 done
33
34 # EOF

Code Snippet 3.5: Cell and Date Filtering
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1 #!/ bin / bash
2 # FILE : ts_min_aggregator .sh
3

4 # awk select columns | sorts | counts the number of unique occurrences
5 awk -F '; ' '{ print substr ($2 ,0 ,20) } ' $1 | sort | uniq -c |
6 awk '{ printf ( "%s %s%s\n" ,$2 ,$3"; " ,$1)}END{ print } ' | head -n -1 >> "$2"
7 # output formatt ing
8
9 #EOF

Code Snippet 3.6: Time Series Generation

Finally we used thesed command to add an header to our csv �les (Code Snippet 3.7).
1 #!/ bin / bash
2 # FILE : sed_is_sad .sh
3
4 # -i : in place
5 # 1s: apply only to the first l ine
6 # * : Bash wild card ( appl ies for every fi le in the folder )
7

8 sed -i '1s /^/ DateTime ; Value \n/ ' *
9

10 #EOF

Code Snippet 3.7: Adding a proper CSV header

At the end of the process the data looks like the following sample:

# FILE: ts_47.6460880566;17.9184636369_20160915.csv

# NAME CONVENTION: ts_{LATITUDE};{LONGITUDE}_{YYYYMMDD}.csv

DateTime;Value

2016-09-15 00:00:00;9

2016-09-15 00:00:01;27

2016-09-15 00:00:02;1

2016-09-15 00:00:06;2

2016-09-15 00:00:38;1

2016-09-15 00:05:02;2

As we can infer from the �le example if the number of logs for a given time-instant is

equal to zero then no entries at all will appear whithin the �le. Since time series are

de�ned for continuous values and �xed sampling rates to overcome this issue we use a

speci�c Python's Pandas function at loading time called �llna(val) , in this speci�c case if

any time related value is missing we �ll it with an entry containing zero (Code Snippet 3.8).

1 df = pd . read_csv (path , sep= '; ' , parse_dates =[ 'DateTime '] ,
2 date_parser = dateparser , index_col =[0])
3 t ime_serie = df . f i l lna (0.0)
4 #EOF

Code Snippet 3.8: Filling Missing Values
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