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Chapter 1 

Introduction 

1. Motivation  

Since the establishment of computer systems, many activities of everyday life have been 

simplified. Currently, individuals can easily process information using software and computer 

networks. Given its evolution, this system characterizes the majority of large companies whatever 

the sector of activity. 

Today, computers are replacing papers, calculators, radios, mailboxes, and so on. In fact the goal 

of computer scientists is to develop this technology in all areas of life of the population and 

automate the processing of information. IT uses many tools to transmit information.  

The exchanged data may be confidential. Furthermore, it must be guaranteed that the data is not 

modified while it is being transferred. It's an imperative. Hence the importance of establishing a 

perfectly secure communication channel. In order to build such a secure channel we use IT security 

that must offer availability, confidentiality and a full integrity of the system, let us assume that 

each system have an admin panel and each admin have his own and confidential key (unique 

username and password) that allows him to access the system properly, there is a high possibility 

that an imposter tries to attack the network, system and the user/admin levels even if it has a high 

level of firewalls. According to the literature, most information security research in the recent years 

are focusing with system and network-level attacks.  

However there is a lack of research on attacks in the user level which leads to allow impostors to 

focus more in this small window overlooked by the cyber security scientist (CSeS), while CSeS 

tries to build a pure authentication layer to the system using some tricky asymmetric encryption 

with a high level of digital signature and a pretty hash coding to store passwords in a way that none 

could decrypt them, the impostor can just take over from a valid person either at the start of a 

computer session or during the session itself. Most current computer systems authorize the user at 

the start of the session and do not detect any anomaly regarding the identity of the user (it doesn’t 

know if the current user is still the initial authorized user or he has been substituted by an impostor), 

so an impostor in this case can access the system and do whatever he wants. Therefore, a system 

that continuously checks the identity of the user throughout the session is necessary. Such system 

already exists and it’s denoted as continuous authentication system (CAS). 

Most of the CAS’s uses biometrics. These continuous biometric authentication systems (CBAS) 

are supplied by user traits and characteristics. There are two major forms of biometrics: those based 
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on physiological attributes and those based on behavioral characteristics. The physiological type 

includes biometrics based on stable body traits, such face, iris, fingerprint and the hand, and are 

considered to be more robust and secure. However, they are also considered to be more intrusive, 

expensive and require regular equipment replacement [105]. On the other hand, behavioral 

biometrics include learned movements such as handwritten signatures, keyboard dynamics 

(typing), mouse movements, gait and speech. Collecting of these biometrics is less obtrusive and 

they do not require extra hardware [106]. 

Recently, keystroke dynamics has gained popularity as one of the main sources of behavioral 

biometrics for providing continuous user authentication. Keystroke dynamics is appealing for 

many reasons [107]:  

 It is less obtrusive, since users will be typing on the computer keyboard anyway. 

 It does not require extra hardware. 

 Keystroke dynamics exist and are available after the authentication step at the start of the 

computer session.  

Analyzing how the data is typed instead of its content has proved to be very useful in distinguishing 

between users and certainly can be used as a biometric authentication to make a difference between 

a legitimate user from impostor who may take over from the valid user by finding features and 

unique characteristics that define a user safely. 

The goal of this thesis is to develop, implement and experimentally evaluate an approach that can 

be used to decide if a legitimate user is accessing the system or not. The detection should be based 

on the user's keystroke dynamics.  

2. Organization of the thesis 

The thesis is organized as follows:  

 Chapter 2 provides an overview about biometric technologies, keystroke dynamics, 

anomaly detection, time series analysis and ends with a brief review of some related works. 

 Chapter 3 gives a detailed explanation of our proposed model in term of conception, how 

to check user identity and an overview of the algorithms used for both client-server 

communication and user classification process.  

 Chapter 4 gives a detailed implementation of the system that we used in the experiment, 

database structure, preprocessing, extraction of features and classification of typing 

patterns, and finish with a presentation of the web-based prototype.  

 Chapter 5 shows a special study case over the DTW warping window size and the 

evaluation of the proposed model. 

 Chapter 6 presents the conclusion of the work and provides the possible future works. 
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Chapter 2 

Background 

In this chapter biometric technologies, keystroke dynamics, anomaly detection and time series 

analysis are introduced while research conducted in the field of keystroke dynamics is briefly 

reviewed along with some related works. 

 

 

 

1. Biometrics 

This section details the principal features of biometrics understood as the possibility of identifying 

an individual based on their distinguishing physiological or behavioral characteristics [12]. 

1.1. Introduction 

Around mid-19th century, body measurements such as biometrics has been used in criminal 

identification and law enforcement, it has a very few area of applications at that time due to the 

lack of the technology, nowadays biometric techniques have been used more and more as a means 

to recognize users in common daily applications [13]. The word biometric is a combination of two 

words, bio as in biological; and metric, as in measurement. That is to say, biometrics are biological 

measurements. But the technical meaning of biometrics refers to metrics related to human 

characteristics that can be used as a form of identification, that’s the biometrics authentication [1, 

2, 8, 9, 31]. 

There are lots of biological measurements that represent human characteristics (traits) that can be 

used as a biometric identifier. These traits fall into one of these two categories [14]: 

 Physiological traits are biological or chemical characteristics that either the person has 

acquired during his life or he inherited them (innate characteristics). Examples of these are: 

the iris, the DNA, the hand palm, the ear, or the face geometry, among others. 

 

 Behavioral traits these are either trained or acquired over time. Examples of these could 

be: signature dynamics, voice print, gait, gestures and keystroke dynamics. 

 

The following figure represents the taxonomy by technology type of biometrics [20]: 
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Fig 2.1: Taxonomy by technology Type 

There exist another classification of the biometrics such soft/hard biometrics where soft biometrics 

traits are usually associated to behavioral traits that we mentioned above and doesn’t take into 

account the distinction and permanence factors to sufficiently differentiate any two individuals 

[15],but hard biometrics are considered more efficient in term of distinctiveness and permanence. 

In order to be considered as a valid biometric, it should satisfy as much as possible out of the 

following requirements [13]:  

 Acceptability determines how good users will accept the acquiring of an attribute. 

 Circumvention the system should not be easy to trick, cheat, or spoof. 

 Collectability the characteristic should be easily collected and measured. 

 Distinctiveness any two individuals should be distinct enough for a given characteristic. 

 Performance any characteristic should be recognized fast and accurately. 

 Permanence the characteristic should be invariant through time. 

 Universality how commonly a characteristic is found individually. 

1.2. Biometric authentication 

Biometrics are widely used in information systems, especially in the authentication process of the 

users admins or any other legitimate person in order to use a system, individuals must register their 

form of identity with the system by means of capturing raw biometric that can be used later on in 

the system. That was the enrollment process and it’s composed of three distinct phases [4]: 
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 Capture a physical or behavioral sample (raw biometric data) is captured by the system 

during the initial enrollment phase. 

 

 Process/Feature extraction a unique feature that represent and distinguish between 

individuals is extracted from the captured data (raw biometrics), this unique feature is 

denoted as biometric template. 

 

 Comparison being stored in a suitable medium such as databases, text files or hard drives, 

the processed templates are compared with new collected samples during authentication 

process by using some special methodologies depending on the context. 

Once enrolment process is done, the system can authenticate individuals by processing the stored 

templates. Authentication is the process whereby a fresh raw data is captured by the person who 

is authenticating with the system and compared to the registered (enrolled) processed templates. 

Bear in mind that there exists two forms of Authentication [5]: 

 Identification performs the process of identifying an individual from their biometric 

features. It asks the question "Who are you?" 

 

 Verification involves matching the captured biometric sample against the enrolled 

template that is stored and requires the user to assert a specific claim of identity. It asks the 

question "Are you who you pretend to be?" 

The success of a system in performing verification is measured using the metrics below [6]. 

Successful systems will have high true positive (TP) and true negative (TN) values, a poor system 

will have high false positive (FP) and false negative (FN) values. Each metric have a detailed 

definition in this chapter (Section 2.4). 

 

Fig 2.2: Diagram illustrating the process of enrollment and authentication according to [4] 
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1.3. Applications of biometrics 

Most of the biometric applications [11] are related to security and are used extensively for military 

purposes and other government purposes. The applications in the public domain that are available 

to common people include:  

 Prison visitor systems, where visitors to inmates are subject to verification procedures in 

order that identities may not be swapped during the visit - a familiar occurrence among 

prisons worldwide.  

 Driver's licenses, whereby drivers are expected to have multiple licenses or swapped 

licenses among themselves when crossing state lines or national borders.  

 Canteen administration, particularly on campus where subsidized meals are available to 

bona fide students, a system that was being heavily abused in some areas.  

 Benefit payment systems in America, several states have saved significant amounts of 

money by implementing biometric verification procedures. The numbers of individuals 

claiming benefit has also dropped dramatically in the process, validating the systems as an 

effective deterrent against multiple claims.  

 Border control, a notable example for this is the INSPASS trial in America where travelers 

were issued with a card enabling them to use the strategically based biometric terminals 

and bypass long immigration queues. There are other pilot systems operating elsewhere in 

this respect.  

 Voting systems, where eligible politicians are required to verify their identity during a 

voting process. This is intended to stop ‘proxy’ voting where the vote may not go as 

expected.  

 Junior school areas, where problems are experienced with children being either molested 

or kidnapped.  

 In addition there are numerous applications in gold and diamond mines, bullion warehouses 

and bank vaults as well as the more commonplace physical access control applications in 

industry.  

1.4. Advantages and disadvantages of biometrics 

As any system biometrics have advantages and disadvantages, the following table is a 

recapitulation of the most important dis/advantages of biometrics [10]: 

Advantages  

+ Increase security by providing a convenient and low-cost additional tier of security 

+ Reduce fraud by employing hard-to-forge technologies and materials 

+ Eliminate problems caused by lost ID's / forgotten passcodes by using physiological attributes 
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+ Reduce password administration costs 

+ Replace hard-to-remember passwords which may be shared or observed.   

+ Make it possible, automatically, to know WHO did WHAT, WHERE and WHEN! 

+ Offer significant cost savings or increasing ROI in areas such as loss prevention or time 

&attendance 

Disadvantages 

- Fingerprint of those people working in chemical industries is often affected. 

- With age, when the person has flu or throat infection the voice of a person differs.  

- For people affected with diabetes, the eyes get affected resulting in differences. 

- In certain cases, biometrics may be an expensive security solution.   

Table 2.1: Most important advantages and disadvantages of biometrics. 

1.5. Common biometric techniques and forms 

There are plenty of biometric techniques, in this section we will try to mention the most known 

ones but keep in mind that current and new techniques are researched and studied constantly. The 

most interested corporations are government, military and security industries. Below are some of 

the most common techniques and their main defining characteristics (adapted from [16-20]): 

 Fingerprint scanning as each person on Earth has a unique set of fingerprints (even twins 

doesn’t have the same set of fingerprints), it is one of the best biometrics, which is widely 

used in smartphones, airports and the new generation of computers. This technique has 

been used for centuries and its validity has been well-established. A fingerprint scanner 

system has two major tasks, obtain the raw image of a given fingerprint and determine 

whether the captured pattern matches with the processed templates (pre-scanned images). 

 

 
Fig 2.3: Fingerprint scanning system according to [1] 

 

The red points (2nd image stating from the left of Fig 2.3) are a specific characteristics 

unique to every person’s fingerprint. The fingerprint scanner filter and save an encrypted 

biometric key from the raw images. No image of a fingerprint is ever saved, only a series 

of numbers (a binary code) which is used for verification purposes [1]. It is virtually 

impossible to reverse the encrypted key and reconstruct a raw fingerprint image from it, so 

no one can forge your fingerprints. 
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 Face recognition used as access control in security systems, this technique focuses on 

recognizing the global positioning and shape of the eyes, eyebrows, nose, lips, ear, 

forehead and chin of the face of an individual. It is able to identify and verify a person from 

an image or a video. The face recognition system works by selecting facial features 

dispersed in the face of the person, those points or facial features are the most important 

points that can make differences between persons by simply calculating the distance 

between the points. Many studies affirmed that face recognition systems have a lower 

accuracy compared to iris and fingerprint recognition systems but still widely used due to 

its contactless and non-invasive process [7]. 

 

Fig 2.4: Facial features used in face recognition systems [2] 

 Iris scan is the annular region of the eye bounded by the pupil and the sclera (white of the 

eye). It has a very high potential performance while matching between the iris and the 

processed data but it needs a very precise location of the person during the identification 

process, the user should be around 5-15 cm maximum from the camera that has the duty to 

check the identity of the identifiers.  

 

The camera captures the center and the edge of the pupil, the edge of the iris, the eyelids 

and eyelashes, transform them into codes and then process and match them with the stored 

data.  

 

Fig 2.5: Iris [8] 



CHAPTER 2.  BACKGROUND 

9 
 

 Hand geometry is based on the palm and fingers structure including their width and length 

and even the thickness of the palm area. Although these measurements are not very distinctive 

among people, hand geometry can be very useful for person authentication. It is widely 

accepted and the verification includes simple data processing.  

 

 

Fig 2.6: Hand geometry features according to [9] 

 Signature recognition each person has his own handwriting style, it could be either 

captured by using a digital screen or by scanning the classical signature on a paper. Person 

signature ma change over the time (simply using a new pen may change it) that’s why the 

probability of having identical signatures is very low. The identification accuracy of 

systems based on this highly behavioral biometric is reasonable but does not appear to be 

sufficiently high to lead to large-scale recognition. One of its other problematic is that any 

person can try to copy the way the signature is wrote. In fact many studies in criminology 

cited that there exist thousands of criminals that falsify papers by copying how the 

signature is written, yet some banks still use it but with extra biometric factors.  

 
Fig 2.7: Example of signature shape [3] 
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 DNA samples each person has a DNA, a double helix structure made up of molecules, and 

even if individuals have a highly similar DNA, there still some partial portions that differs 

from a person to another expect for identical twins, and that portion can be used as a 

biometric technique which is a very common personal identification technique in 

criminology domain. 

 

 Speech / Voice the unique patterns in our voices can be used as individual characteristics 

of human, analyzed and compared to recorded samples that represents voiceprints if it 

matches then it confirms your ID.  This is already used to access some online banking 

services and automated customer service phone lines.  

There exists other techniques but they are not really present in the user’s daily life such as gait 

analysis that takes into account the way a person walks or the gestures, in fact not only the face, 

eyes, hand geometry and fingerprints that are considered as behavior biometrics, but there is other 

unique feature in the physical human gestures, some smart devices uses smile recognition, facial 

emotions or even hand movement in a special pattern in order to control and unlock devices or 

security checking systems. 

1.6. Keystroke dynamics over other techniques  

In the context where biometrics are fundamental in this study, that is the identification and 

authentication of users in an online system for fraud detection as a main application and domain 

of activity, keystroke dynamics is a suitable approach and could have good results regarding the 

economic costs, the transparency and an easy usability from the point of view of end users. 

As the aim of this project is to be able to identify users and reduce the probability that an 

illegitimate user is accepted by the system, we should provide transparency to the end users (it 

means that even if the internal behavior of the system changes due to updates or fixing bugs the 

interface that the user interacts with should remain same). 

Many literature surveys have argued that implementing a keystroke dynamics system is cheap, 

simple and trustworthy more than he looks like. Even though any biometric can change over time, 

typing patterns have smaller time scale for changes [108], and that’s why it’s considered to be as 

a none behavioral change. Based on the requirements of the biometric authentication systems 

criteria, the following table will definitely say why keystroke dynamics is a good approach for 

biometric systems: 

  

          Factors 

 

Biometrics 

Highly 

accurate 

Low 

total 

cost  

Non-

invasive 

User-

friendly 

No 

behavioral 

change 

No 

special 

sensor 

or 

device 

Simple 

to 

deploy 

Keystroke 

dynamics 

X X X X X X X 

Facial 

recognition 

  X X    
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Hand geometry X   X    

Signature 

recognition 

X  X X    

Iris recognition X       

Fingerprint  X       

Voiceprint  X X X    

DNA samples X    X   

Table 2.2: Keystroke dynamics vs biometric techniques. 

Authenticate a person by the way characters are typed in a keyboard is a good approach not only 

to capture person’s unique rhythm of typing  but to give systems and application a very high level 

of security, according to what I have seen from previous papers and articles, I can say that the 

advantages of using KSD are:  

– KDS is the only soft-only biometric, it’s because that it doesn’t need any external devices 

or special sensors. 

– It’s non-invasive, user-friendly and very simple to deploy and manage in the point of view 

of a developer or a maintainer.  

– Very easy to integrate with the existing systems and processes 

– Highly accurate and have a  good cost-performance ratio 

– Another interesting and positive point related to research, is the possibility of accessing 

public keystroke databases [58-60]. 

 

2. Keystroke dynamics 

During the last 40 years, computers have played a very important part of our lives, using them in 

daily activities has increase in parallel with the development of new technologies , as most of the 

companies and implemented systems must be secured, information and system security becomes 

all the most essential in the last decade. In fact each day computers are being used to access emails, 

banking transaction and even manages a huge amount of sensitive data. Thus, it is obvious that a 

compromised computer or account could cause a lot of damage, and not only to its owner but for 

all people that interact with the system. That is where the keystroke dynamics step in.  

Researches have shown that each person has certain unique features which can be calculated 

through his keyboard typing rhythm [27]. The delay between each keystroke or the duration that 

he holds a certain key pressed while typing can distinguish him between other users. It is a 

behavioral biometric that can be used in many ways such as authentication, identification or even 

emotion detection, similarly to hand writing. 

2.1. Introduction to keystroke dynamics 

Keystroke dynamics (KSD) [21] is a behavioral biometric that uses the way of typing (called 

typing pattern) of a person on a keyboard , it can be either a password, username , credit card 

number or any free text field and allows the authentication of individuals through their unique 
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typing pattern. One of its advantages, the no necessity of adding any external devices other than 

the keyboard. This biometric modality also allows continuous authentication through time. [22, 

23] 

User authentication with KSD is generally done in real time (i.e., online) in a real world system. 

Scientists working on keystroke dynamics usually analyze the performance of their system by 

working in an offline context and using samples previously collected by other researchers, and 

stored in a benchmark dataset. A complete list of available keystroke dynamics datasets has been 

made in [24, 25]. As it can be seen, most of datasets have a limited amount of individuals and very 

restricted number of samples for each user. The collection of such datasets is very time consuming, 

this is the main reason why there is not more very large datasets like for the face modality as for 

example [26]. 

2.2. Keystroke dynamics origins 

The use of KSD as a method for identifying individuals is not new, indeed the roots of KSD goes 

back to the telegraph era, individuals created at that time a unique patterns that can distinguish and 

identify each other by the way they tapped out Morse codes. This identification method, known as 

the “fist of the sender”, was also valuable as a verification/identification method during World 

War II. Figure 1 depicts a timeline that shows how the technology has evolved. [28] 

 

 

Fig 2.8: A general timeline on the overview of keystroke research work evolution. [28] 
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2.3. Keystroke dynamics system 

Before going into detail about the application developed, the technology of KSD needs to be 

understood appropriately. In this section, we will talk about the main principal of KSD, how it is 

analyzed and what are the operational phases of KSD.  

As we already have mentioned in the introduction, KSD is the technology of gathering a person’s 

typing rhythm, transforming it into useful information, and using it in some way. The main 

principle behind this technology is that for each person there exist a unique features which can be 

calculated by his keyboard typing rhythm [29]. On one hand, those features are used to identify 

the real identity of a given user (person), on the other hand they distinguish between individuals, 

similarly to handwriting or the signature. It is a behavioral biometric that can be used in many 

ways such as to detect emotions, but most importantly, to authenticate or even identify a person. 

In order to understand some of the features that a person’s typing rhythm consists of, we display 

the delay between each keystroke and the duration of holding a certain pressed key by the 

following figure: [30] 

 

Fig 2.9: Latencies between keystrokes when writing the word “password” by three different 

people. [30] 

Keystroke dynamics, just like all biometric systems, consist of three operational phases, the 

collection of the data, training it by extracting the features and finally the classification process, 

some people takes into account extra phases such as matching, decision and re-training and in fact 

they are very crucial phases, but let us regroup them inside the classification phase. 

 Phase1: Data Acquisition 

Data acquisition or raw data collection is the first phase of keystroke dynamics system (KSDS), 

it’s a fundamental stage whereby raw keystroke data are collected via various input devices 

(keyboard, special purpose num-pad, cellular phone or a smart phone). It lasts long enough to 

gather the required amount of samples needed to efficiently train a pattern recognition model. 

More specifically, in KSD data collection refers to the process of saving raw keystroke data which 

are processed and stored as reference template for future usages. 
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 Phase 2: Feature extraction  

Feature extraction refers to keystroke events timings, such as the press and release time of a user. 

As the data in its raw format can’t be very useful, transforming it into durations between key events 

is a must to ensure or to increase the quality of the data. The figure bellow shows two basic features 

used in keystroke dynamics. 

 
Fig 1.10: Keystroke features. 

 

Pressing and releasing a keystroke pair (𝑘𝑥, 𝑘𝑦),  results in 4 timings: 

– Key-down time for 𝑡𝑘𝑥
↓  and key-down time for 𝑡𝑘𝑦

↓ 

– Key-up time for 𝑡𝑘𝑥
↑  and key-up time for 𝑡𝑘𝑦

↓  

Four features are derived: 

– Inter-stroke timing: 𝐼𝑘𝑥,𝑘𝑦
= 𝑡𝑘𝑦

↓ − 𝑡𝑘𝑥
↓ 

– Holding time of  𝑘𝑥: 𝐻𝑘𝑥
= 𝑡𝑘𝑥

↑ − 𝑡𝑘𝑥
↓ 

– Holding time of  𝑘𝑦: 𝐻𝑘𝑦
= 𝑡𝑘𝑦

↑ − 𝑡𝑘𝑦
↓ 

– Up-down timing: 𝑈𝑘𝑥
= 𝑡𝑘𝑦

↓ − 𝑡𝑘𝑥
↑ 

 

Fig 2.11: Some of the most important features of a keystroke sensitive password. 

Other features might include the duration of the release of two keystrokes (up-up) etc. 

According to some research papers, the three most important features that we should focus on 

while collecting the data are: 
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– Type of event: key-down (press down) or key-up (release). 

– Time: Time in milliseconds (having a very small metric is preferred) when the key is 

pressed down or released. 

– Value: what key is pressed. 

 

 Phase 3: Classification 

During the classification phase the newly inserted test data is compared with the stored data, indeed 

if we take the verification process that we have seen in the section of biometric authentication, a 

user will enter his password and from it the most important features will be extracted based on his 

captured typing pattern and compare it with the already stored samples, the classification process 

uses an anomaly score, if it is lower than the threshold calculated in the training phase, it gets 

accepted by the model. If not it is rejected, along with its user. The decision made by the model 

represents the internal matching-decision phase embedded inside the classification stage.  

 

The “update” variable that is seen on the figure above refers to the ability of an algorithm to 

improve itself. An update mechanism for example, would replace a newly acquired sample which 

was accepted with the oldest in the training data, and retrain the model to create an updated pattern. 

That was the re-training phase which is another internal stage performed inside the classification 

process, indeed due to the variability of user typing pattern, it is therefore necessary to constantly 

renew the stored reference template to reflect the ongoing changes 

 

 

Fig 2.12: Typical biometric methodology. 
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2.4. Biometric evaluation 

Evaluating the performances of a biometric system can be done by different measures, for the 

classification problems we usually use classification performance metrics such as accuracy. But 

we must take into account that there always exists statistical errors in recognition patterns, thus for 

any algorithm used in keystroke dynamic, that’s why we must have a look at errors rates that help 

us to define the quality of the application of a keystroke dynamic system and its effectiveness in 

distinguishing people from each other.  

We are able to calculate the accuracy and the efficiency of biometric system by the following 

metrics (types of errors in KSD): 

 Accuracy 

The accuracy of a given system has been measured using the percentage of effectiveness (how 

often a classifier gives the correct prediction). This value is defined as the fraction of the proportion 

of correctly identified (predicted) elements compared to the totality of predicted elements. 

Formally accuracy is defined as: 

  

Fig 2.13: Accuracy [27] 

– True Positives (TP) are the cases when the actual value was true and the predicted 

is also true. 

– True Negatives (TN) are the cases when the value class was false and the predicted 

is also false. 

– False Positives (FP) are the cases when the actual value was false and the predicted 

is true. 

– False Negatives (FN) are the cases when the actual value of the data point was true 

and the predicted is false. 

In most studies regarding biometrics the False Acceptance Rate (FAR) and False Rejection Rate 

(FRR) rates have been used extensively [49]. In particular, when dealing with authentication these 

rates tend to be the most used. Below is the formal definition for each of these terms: 

 FAR measures the probability for none legitimate users that are allowed to access the system, 

according to the literature it is always recommend to have a FAR value as low as possible. 
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𝐹𝐴𝑅 =
𝐹𝑃

𝐹𝑃 + 𝑇𝑁
 

 FRR measures the probability for legitimate users that have not been given access to the 

system. Having a very low value guarantee that genuine users are able to access the system.   

𝐹𝑅𝑅 =
𝐹𝑁

𝑇𝑃 + 𝐹𝑁
 

 EER the Equal Error Rate is determined as the value where the FAR and FRR values are equal. 

The lower the EER value the better the classification is. 

 

Fig 2.14: Relationship between FAR, FRR, and EER. [32] 

2.5. Classification Techniques 

Several techniques that concerns the way to classify the typing pattern of a user while writing on 

a keyboard exist nowadays. These include, among many others, statistical, distance-based or 

machine learning techniques. In this section we will try to overview most of the widely known 

techniques used during research and KSD biometric systems developments. 

 Statistical techniques 

The statistical methods used for KSD concerned the mean, the median and the standard deviation 

and gave excellent results According to [33-37]. Nowadays, these techniques are still widely 

discussed, improved and implemented. Methods related to statistics and probabilities are also used 

to classify keystrokes. Clustering methods, like k-means and fuzzy c-means, have also been used. 

These, of course, are not the only techniques that have been used in the field of statistics. Many 

other approaches have been performed and ended with a good results and had an appropriate 

accuracy to the biometric systems. 
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 Distance-based techniques  

In this section we will try to cover the most important distance-based techniques according to the 

literature, the following detectors described below are used to analyze a sequence of digits that 

represents a credit card number (CCN) timing. [39] 

We decided to use the CCN to feed our proposed model (keystroke dynamics-based identification 

system) for two major reasons, verifying users identity by checking how they types the CCN and 

in order to stay around fraud detection application domain, keep in mind that each detector have a 

stored genuine patterns which represents a legitimate user and based on those stored patterns, a 

user typing behavior model is built in, and of course each new pattern will be assigned an anomaly 

score during to testing phase. [39] 

a. Euclidean distance 

This classic anomaly-detection algorithm [38] models each CCN as a point in p-dimensional 

space, p is the number of features in the timing vectors. The training data can be represented 

as a cloud of points, in this case the anomaly score is based on how much a given test vector 

is closer to the center of the cloud. Specifically, in the training phase, the mean vector of the 

set of timing vectors is calculated. In the test phase, the anomaly score is calculated as the 

squared Euclidean distance between the test vector and the mean vector. The Euclidean 

distance is defined as: 

𝑑𝐸𝑢𝑐𝑙𝑖𝑑𝑒𝑎𝑛(𝑋, 𝑌) = √∑(𝑋𝑖 − 𝑌𝑖)
2

𝑛

𝑖=1

 

b. Manhattan distance 

This classic anomaly-detection algorithm [38] is close enough to the Euclidean detector except 

that the distance measure is not Euclidean distance, but Manhattan named also city-block 

distance. The only difference is how the anomaly score is calculated, indeed the anomaly score 

for Manhattan detector is calculated as the Manhattan distance between the mean vector and 

the test vector. The Manhattan distance is defined as: 

𝑑𝑀𝑎𝑛ℎ𝑎𝑡𝑡𝑎𝑛(𝑋, 𝑌) = ∑|𝑋𝑖 − 𝑌𝑖|

𝑛

𝑖=1

 

c. Mahalanobis distance 

This is another classical anomaly-detection algorithm [38], it have the same fundamentals of 

the Euclidean and Manhattan detectors but the distance measure is more complex. Mahalanobis 

distance can be viewed as an extension of Euclidean distance to account for correlations 

between features. In the training phase, the covariance matrix of the timing vectors are 

calculated also with the mean vector. In the test phase, the anomaly score is calculated as the 
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Mahalanobis distance between the mean vector and the test vector (i.e., if X is the mean vector, 

Y is the test vector, and S is the covariance matrix, the Mahalanobis distance is defined as: 

𝑑𝑀𝑎ℎ𝑎𝑙𝑎𝑛𝑜𝑏𝑖𝑠(𝑋, 𝑌) = √(𝑋 − 𝑌)𝑇 𝑆−1 (𝑋 − 𝑌) 

 

2.6. Keystroke dynamics applications 

Applied in many domain of applications, the keystroke is considered to be a very challenging 

research area, this section is dedicated to the most common applications where the use of KSD can 

be relevant. 

 Authentication 

Users resources can be protected while accessing a system, indeed adding a KSDS to the 

authentication process of users in addition of the classical login-password system (i.e. C2 security 

level) will guarantee to have a more secure system that reduces the margin for an unauthorized 

user, because if that user have login ID and password combination, he will have a complete access 

to the computer system in a transparent manner  

 Emotion detection 

According to some research papers, some studies related to emotion detection have proven that 

using KSD, it is possible to detect some emotions [52, 53]. 

 Password complexity 

Robust authentication is actually possible. In fact encryption system combines a message sent by 

a user with his private key to create a short digital signature on the message which make the 

message very hard to decrypt and sometimes physically impossible due to the complexity of the 

algorithm used during the authentication, the same case can be done to the users that have access 

to any system by adding a KSD signature to the password to protect highly sensible resources. 

Examples where this has been studied and applied can be found in [54-56]. 

 Student ID examination control 

Checking the identity of students by studying those typing patterns during e-exams (such as the 

BEAD system and canvas used at our university) is possible by using KSD, it could be used to 

detect abrupt changes on the template of a user and conclude that another user is taking the exam. 

Apart from [50], another article that comments on the use of KSD to control remote users when 

doing exams is found in [51]. 

 Employee monitoring systems 

Usually in companies specially in call centers, the employees shares the same offices and works 

by shift times, it means that they switch places between each other, so to check when the employees 

switched places, if or not they arrived at time, constantly monitoring them inputs can determine at 

which moment the user has been supplanted by another [50, 57].   
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 Identification 

Giving another try for users that has not been allowed to access the system during the 

authentication process by providing an interface that checks the identity of the user, like a forgot 

password link, the identification process is matching user typing pattern against stored templates 

in the database (see Fig. 2.12) 

 Verification 

Another advantage of using KSD is to have the possibility to make a real time biometric system, 

it means that the system will continuously have a look at users while using a computer system by 

constantly checking their way of typing against a template. 

 Online fraud detection 

Information could be captured to recognize users on subsequent visits to a website and improve 

the user experience using marketing techniques. Also, users could be identified using KSD when 

surfing the internet to prevent crime. 

3. Anomaly detection 

In this chapter (Section 2.5 titled classification techniques) we have considered some techniques 

used to classify users typing patterns such as statistical methods (based on the mean, the median 

and the standard deviation), but also about anomaly detection techniques based on 

similarity/distance measures (Euclidean, Manhattan and Mahalanobis distances), unsupervised 

learning methods (K-means clustering, Fuzzy logic and neural networks) and supervised learning 

techniques (SVM one-class and one nearest neighbor), each from the above cited techniques was 

described as an anomaly detection technique used as a detector that helps to classify users patterns 

(legitimate user / impostor) based on the anomaly score. Therefore in this section will go deeper 

into anomaly detection and discuss about the fundamental concepts of anomaly detection. 

3.1. Introduction to anomaly detection 

Any pattern or value which is out of the normal behavior is considered as an outlier, an anomaly. 

The non-conformity of some values with the values that we are waiting for are often referred to as 

anomalies, outliers, discordant observations or exceptions and it vary from an application domain 

to another one. The most used terms in research papers regarding the context of anomaly detection 

are anomalies and outliers. Anomaly detection finds extensive use in a wide variety of applications 

such as fraud detection for credit cards, insurance or health care, intrusion detection for cyber-

security, fault detection in safety critical systems, and military surveillance for enemy activities. 

Due to its importance in many domain applications, many techniques have been developed starting 

from the late 19th century, some of them are dedicated to a specific application domain while others 

are more generic. 

Formally, anomalies are patterns in data that do not conform to a well-defined notion of normal 

behavior [61], so if we have a set of data points and we want to classify them based on some 

similarities between the points (for example regroup points that are very close to each other into 
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the same class), here the role of anomaly detection is to detect data points in data that does not fit 

well with the rest of the data. Fig. 2.15 illustrates anomalies in a simple 2-dimensional data set.  

 

Fig 2.15: A simple example of anomalies in a 2-dimensional data set. [61] 

The data has two normal regions, N1 and N2, most of observations belongs to one of these two 

regions but not all of them. Indeed, there are points far away from the regions and doesn’t belong 

to anyone of them, e.g., points o1 and o2, and points in region O3, are anomalies. 

 

3.2. Types of anomalies 

According to the literature, we can distinguish three types of anomalies which are point anomalies, 

sequential anomalies and contextual anomalies and will give a brief description and an example 

for each type in the following sub-sections given below: 

 Point anomalies 

If a single point deviates from the considered normal pattern it is referred to as a point anomaly. 

This is the simplest form of an anomaly and is the most researched form [61].  

 

 Fig 2.16: Illustration of a time series concerning logged sensor data. [62]  
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As you can see in this example of a point anomaly, scanning the values shows that there is a 

peak around the first days of April where the value suddenly changed from a very low value 

(65) to a very high value (almost 100). This illustrate a point anomaly marked with the red 

color in the figure. 

 Sequential anomalies 

If a sequence or collection of points is anomalous with respect to the rest of the data, but not 

the points themselves, it is referred to as a sequential or collective anomaly [63]. Since this 

thesis deals with anomalies in time series we will refer to this type of anomaly as a sequential 

anomaly but instead of using a sub-sequence where an anomaly may appear we will consider 

the entire sequence (time series recorded data).  

 

Fig 2.17: Sequential anomaly in a time series of logged sensor data. [62] 

The picture shows the recorded values for a DH-11 sensor (temperature sensor) during more 

than six sequential months, the values are in Fahrenheit, during the recording session we had 

a failing in recording values, you can see that there is a red line in the figure and the value 

didn’t change for more than one month which is abnormal, it should at least vary a little bit 

even if the temperature is quit regular, here is the sequential anomaly. Indeed these values are 

not considered anomalous themselves, but the sequence of them is. 

 

 Contextual anomalies 

If a point or a sequence of points are considered as an anomaly with respect to its local 

neighborhood, but not otherwise, it is referred to as a contextual anomaly [61].  
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Fig 2.18: Example of a contextual anomaly (marked in red) in a time series. [62] 

The abnormality is context specific. This type of anomaly is common in time-series data. For 

example we are in the middle of the month and usually we spend $20 on food every day, but 

then we have a peak where it shouldn’t, it can be buying a new car, healing some diseases or 

even having an expected important dinner with important persons, in this case it’s considered 

as a contextual anomaly, the difference between contextual and point anomaly is that in point 

anomaly, the abnormality is where we have a single instance of data which is anomalous 

because it’s too far off from the rest. While contextual anomaly appears if a data instance is 

anomalous in a specific context, but not otherwise, it means that we can expect it at a certain 

season or period of the year but not otherwise. 

3.3. Learning methodologies in anomaly detection 

Giving the priority to a specific anomaly detection techniques over other depends on what types 

of data are we dealing with, usually the data are in two disjoint forms some of them are labelled, 

other are unlabeled. Labelled data have labels, classes or categories associated with each data point 

which gives information if the instance is normal or abnormal but for unlabeled data instances 

there is no such information. We have talked before that about anomaly detection techniques that 

can be used to solve KSD problem what we will do in the training phase and how we can extract 

the anomaly score but we didn’t mention what methodologies are we able to use because we didn’t 

take into account the type of data that we will deal with it. In fact according to the type of data we 

can have three distinct learning approaches for the training phase: 

 Supervised learning 

When applying supervised learning the system is fed with labelled data on which the algorithm 

defines what is normal or not. In other words, we have both input and output variables and we 

try to train our algorithm (extract the mapping function from the input to the output), after that 

we can classify or predict any new data by applying the built model.  
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Fig 2.19: Supervised machine learning process. 

 

There exists two types of supervised learning, firstly the regression, where the output value Y 

should be a continuous value (the value can be a real number or a continuous value but not a 

category or class). The second one is classification where we regroup items into categories or 

classes, its goal is to predict the target class that a given data belongs to, the output should be 

in discrete terms that is it should be either yes(1) or no(0) .In some cases the options may 

increase to more than two. I will use the classification as a supervised learning during my thesis 

work, because we want to classify the typing patterns of users either by yes/no that a typing 

patterns belongs to a legitimate user or not. 

 Unsupervised learning 

In unsupervised learning, the input data is unlabeled and the system tries to learn structure 

from that data automatically, without any human guidance. Anomaly detection, such as 

flagging unusual credit card transactions to prevent fraud, is an example of unsupervised 

learning. [110] 
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Fig 2.20: Unsupervised machine learning process (clustering). 

As a simple example of unsupervised learning is regrouping students based on their grades, we 

can easily divide them into three groups based on the grade for example (from 2.0 up to 2.99 

as acceptable, from 3.00 to 3.99 as intermediate and from 4.00 and up as outstanding). 

In this case it’s a very simple example that we could even use supervised learning, so to make 

it a little bit complicated let us have grades of all subjects for each students, in this way we 

must process and interpret the grades based on the average and coefficients and then extract 

the output clusters, now if an incoming students come and we want to put him in the appropriate 

cluster, all what we have to do is to use the build model and insert him into an already existing 

cluster. 

 Semi-supervised learning 

Semi-supervised learning is often a combination of the first two approaches. That is, the system 

trains on partially labeled input data—usually a lot of unlabeled data and a little bit of labeled 

data. Facial recognition in photo services from Facebook and Google are real-world 

applications of this approach. [110] 

Other learning techniques exist (e.g. reinforcement learning [64]), however, as they are not directly 

relevant for my work, they are not considered in this overview. 

In conclusion, the learning technique that can be used depends on the available data [63]. If labelled 

data is available then supervised learning is the most suitable. If labelled data is missing then we 

can use unsupervised learning as an alternative and learn more about our data so that we can extract 

a useful information from it based on the input values, otherwise using the novel approach that 

doesn’t require models but an experience instead of it then reinforcement learning [64] is the 

solution. 
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3.4. Anomaly detection techniques 

Before discussing the different techniques used in anomaly detection, it is important to describe 

the modes under which those techniques can operate. The supervised mode operates under the 

assumption that both normal and anomalous instances are labeled. The anomaly detection 

technique then trains a model using the labeled data to setup a normal class and an anomalous one. 

New instances are then tested with that predictive model, and are assigned to one of those classes. 

When only normal instances can be labeled, semi-supervised techniques are more efficient. This 

is more applicable than the supervised as the critical requirement of having labeled anomalous 

instances, which is hard to satisfy, is not necessary. 

When neither normal nor anomalous classes can be labeled, the unsupervised mode is the only one 

to use. Knowing that this is the case of most real-world datasets, it is understandable that 

unsupervised mode is the most widely used and the most popular among the three modes. The 

following are the most known anomaly detection techniques: 

a. Nearest-neighbor 

This detector was described by Cho et al. [40]. During the training phase, the detector saves 

the list of training vectors, and calculates the covariance matrix. And while the test phase, the 

detector calculates the distance between each of the training vectors and the test vector. The 

anomaly score is calculated as the distance from the test vector to the nearest training vector. 

We will use this detector during our experiment described in the next chapter. 

b. Fuzzy-logic 

This detector was described by Haideret al. [41]. It uses a fuzzy-logic inference procedure. The 

main idea of this approach is that ranges of typing times are assigned to fuzzy. The sets are 

called fuzzy because elements can partially belong to a set. During the training phase, the 

detector determines how strongly each feature belongs to each set, and each feature is matched 

with the set in which its membership is strongest while during the test phase, each timing 

feature is checked to see if it belongs to the same set as the training data. The anomaly score 

is calculated as the average lack of membership across all test vector timing features. 

c. SVM (one-class) 

This detector was described by Yu and Cho [42]. It represents an algorithm called a support-

vector machine (SVM) that projects two classes of data into a high dimensional space and finds 

a linear separator between the two classes. A “one-class” SVM variant was developed for 

anomaly detection and instead of projecting two classes of data into a high dimensional space 

it projects the data from a single class and finds a separator between the projection and the 

origin (0, 0).  

During the training phase, the detector builds a one-class SVM using the training vectors while 

in the test phase, the test vector is projected into the same high-dimensional space and the 

signed distance from the linear separator is calculated. The anomaly score is calculated as this 

distance, with the sign inverted, so that positive scores are separated from the data. 
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d. K-means 

This detector was described by Kang et al. [43]. It uses the k-means clustering algorithm to 

identify clusters in the training vectors, and determines whether the test vector is close to any 

of the clusters according to its distance from the centroid. In the training phase, the detector 

simply runs the k-means algorithm on the training data (with k =2), two clusters one for normal 

and the other one for abnormal. The algorithm produces two centroids such that each training 

vector should be close to at least one of the three centroids. In the test phase, the anomaly score 

is calculated as the Euclidean distance between the test vector and the nearest of these 

centroids. 

 Other techniques 

Distance based techniques (described in Section 2.5) can also be considered as an anomaly 

detection technique along with the neural-network detector, which was described by Choet al. [44], 

who called it an “auto-associative, multilayer perceptron.” The author specified that structure of 

his detector was designed specially to be used as an anomaly predictor [45]. 

There is another technique which is not really specific to KSD or even biometrics but have been 

extremely used in many studies and even in our specific area, this technique is called fusion. As 

its name refers to, it’s a combination of techniques in order to achieve a better overall results. If 

we consider what we are going to do is nothing but just to fuse nearest neighbor algorithms as a 

classifier or anomaly detector with a more general form of the Euclidian distance (DTW - we will 

discuss it in the next chapter). 

Combining anomaly detectors to determine a new value to accept or reject a new sample is possible 

but we should be aware of what kind of methodology we should use to combine the results, some 

researcher use a voting method while other tries to sum or get the max value. There are many other 

different possibilities, though. Some of these have been studied in relation to Keystroke Dynamics 

in [46-48].  

Below are some examples of such fusion techniques:  

 Average rule : 𝑆𝑓 =
𝑆1+𝑆2

2
 

 Product rule: 𝑆𝑓 =
𝑆1 .  𝑆2

2
 

 Weighted sum rule: 𝑆𝑓 =  𝑊1𝑆1 +  𝑊2𝑆2 

 Max (or min) rule: 𝑆𝑓 =  𝑚𝑎𝑥(𝑆1, 𝑆2) | 𝑆𝑓 = 𝑚𝑖𝑛(𝑆1, 𝑆2)  

 OR voting rule:  𝑣𝑎𝑙𝑖𝑑 =  {
0    𝑆1 < 𝑡ℎ𝑟 , 𝑆2 < 𝑡ℎ𝑟 

 1    𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                  
 

 AND voting rule:  𝑣𝑎𝑙𝑖𝑑 =  {
1    𝑆1 > 𝑡ℎ𝑟 , 𝑆2 > 𝑡ℎ𝑟 

 0    𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                  
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By combining results from anomaly detectors we can improve the overall classification, for that 

favoring the best results of each classifier by using fusion techniques listed above is the key.  

Indeed a classifier could outperform the others when evaluating certain features but be a poor one 

in other situations.  

The combination tries to make them all better as a whole by raising up both advantages and 

minimizing both weaknesses. 

3.5. Fraud-anomaly detection relationship 

In this chapter (Section 2.6) we mentioned that one of the KSD application domain could be online 

fraud detection, in online systems we can always capture information that concerns users and use 

them to either improve the user experience or to identify them while login or accessing the system. 

The following figure will show that for each domain application of anomaly detection (AD) such 

as fraud detection we have to use a specific AD technique depending on the problem characteristics 

 

Fig 2.21: Problem solving using anomaly detection techniques. 

From Fig. 2.21 we can conclude that fraud detection belongs to the application domains that can 

use AD techniques to solve a problem related to a specific area, based on the characteristics of the 

problem or AD aspects we can have a better vision on which AD technique we can use to solve 

that problem. 
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 Nature of input data 

The input data could be univariate (single variable), multivariate (multiple variables) and the 

nature of attributes could be binary, categorical, continuous or hybrid, if we take our project as 

an example, the input data is a multivariate as we have the event which can be of three types 

(key-down, key-up or key-press), the time in milliseconds that shows at what time exactly the 

event happened and we also may use the key-code of each typed character to check whether 

two text are similar on not, concerning the attributes nature they are categorical, continuous 

and continuous respectively.  

Till now we didn’t mentioned how our data is graphically represented, to give a hint check the 

second red rectangle on the Fig 2.21, you may noticed it, it’s called times series analysis even 

if it’s totally an independent application domain, we will use times series analysis notion to 

study our data and apply the AD technique which is a person identification classification of 

the users patterns based on the graphical representation of that data which is nothing but just a 

time series.  

We will talk about more details concerning times series on the next section.  

 Labels 

To make it easy labels are just used to say if an input is normal or abnormal, in our future 

model the labels represents the persons with their CCN, we will explain in details in next 

chapter. 

 Anomaly type 

During our study about anomaly detection we have extracted three distinct type of anomalies, 

point anomalies, contextual anomalies and sequential anomalies and as we already mentioned, 

this thesis deals with anomalies in time series that’s why we will chose sequential anomaly as 

a type. 

 Output of anomaly detection 

After the execution of any algorithm we get results as an output, here it’s the same after using 

AD techniques we will get an output which is represented by an anomaly score, depending on 

the score test instances are given a normal (legitimate user) or anomaly (fake or impostor user) 

label. This is especially true of classification-based approaches. 

4. Time series analysis 

We are almost ready for the thesis project implementation, all what we need to know is how using 

the graphical representation of the data will be beneficial for the classification task of users typing 

patterns. This section gives a small introduction to time series where we will get to know only the 

notions needed for my thesis work, we will not focus on specific techniques for time series 

analysis, but we will have a look at what kind of tasks we can perform when we deal with time 

series data, we will also see the existing time series distance measures and introduce which distance 

measure i will use in the context of person identification based on keystroke dynamics. 
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4.1. Definition of time series  

“The time series are an ordered sequence of values of a variable most of the times sampled or can 

have an attribute at an increasing spaced time intervals”, according to the literature there is 

another definition where they args that time series is nothing but just a statistical modeling of time-

ordered data observations.  

A time series could be univariate where we refers to a time series that consists of a single 

observation recorded while the time is moving, or a multivariate time series which is used when 

one wants to model and explain the interactions and co-movements among a group of time series 

variables. 

 

Fig 2.22: Time series of the age of death of 42 successive kings of England. [65] 

4.2. Time series data mining tasks 

Although statisticians have worked with time series for more than a century, many of their 

techniques hold little utility for researchers working with massive time series databases (for 

reasons discussed below). Below are the major task considered by the time series data mining 

community. [66] 

 Indexing (query by content):  

Given a query time series Q, and some similarity/dissimilarity measure Dist(Q, C), find the 

most similar time series in database DB (Chakrabarti et al., 2002; Faloutsos et al., 1994; 

Kahveci and Singh, 2001; Popivanov et al., 2002).  

 Clustering:  

Find natural groupings of the time series in database DB under some similarity/dissimilarity 

measure Dist(Q, C) (Aach and Church, 2001; Debregeas and Hebrail, 1998; Kalpakis et al., 

2001; Keogh and Pazzani, 1998).  
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 Classification 

Given an unlabeled time series Q, assign it to one of two or more predefined classes (Geurts, 

2001; Keogh and Pazzani, 1998).  

 Prediction (forecasting):  

Given a time series Q containing n data points, predict the value at time n + 1. [66] 

 Summarization 

Given a time series Q containing n data points where n is an extremely large number, create a 

(possibly graphic) approximation of Q which retains its essential features but fits on a single 

page, computer screen, etc. (Indyk et al., 2000; Wijk and Selow, 1999).  

 Anomaly detection 

Given a time series Q, assumed to be normal, and an unannotated time series R, find all sections 

of R which contain anomalies or “surprising/interesting/unexpected” occurrences (Guralnik 

and Srivastava, 1999; Keogh et al., 2002; Shahabi et al., 2000).  

 Segmentation 

- Given a time series Q containing n data points, construct a model Q’, from K piecewise 

segments (K << n), such that Q’ closely approximates Q (Keogh and Pazzani, 1998).   

- Given a time series Q, partition it into K internally homogenous sections (also known 

as   change detection (Guralnik and Srivastava, 1999)). 

Many approaches related to classification, prediction, summarization, and anomaly detection use 

a distance measure in an implicit way while others such as indexing and clustering make an explicit 

use of a distance measure. We will therefore take the time to consider time series similarity in 

detail. [66] 

4.3. Time series similarity measures 

Many time series learning and data mining tasks need to use a similarity measure in order to 

quantify the degree of the dissimilarity or similarity between time series. Ding et. al [67] suggested 

that using different similarity measures is good to have a better view over the relationship between 

two time series but also claimed that similarity measures do not only differ in the way they 

calculate the similarity but also that while using them we are able to extract different aspects of 

similarity if they are applied to the same problem. That’s why it’s very important to select the 

appropriate measure that best captures the relevant information to better solve the addressed 

problem. Furthermore, the most desired and well known properties used as selection factors for 

similarity measure are: [67] 

- Robustness to noise, outlier, temporal and spatial distortions. 

- Yielding low computational complexity. 

- Not implying user parameters. 
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In recent years, and due to the growing interest in using time series that have particular 

characteristics compared with traditionally used data, a large number of similarity measures were 

proposed. Most prominent ones include: 

 Euclidean distance 

A simple and effective distance that implies no user parameter, but is not robust against noise and 

different forms of distortions. 

 Dynamic Time Warping (DTW) 

DTW is more robust against temporal distortions but is computationally expensive (faster variants, 

such as [71], were proposed). In my thesis work i will use it as a distance measure along with the 

anomaly classifier (1-NN) in order to calculate the anomaly score based on the distance between 

two time series that represents two typing patterns related to one or many users. [68, 70, 72, 74] 

 Longest Common Sub Sequence (LCSS)  

LCSS is robust against noise and outlier but implies to set a threshold in order to assess the 

similarity (this parameter should be set with care since it defines the similarity between data). [69, 

78, 79, 75, 82] 

 Threshold Query Execution for Large Sets of Time Series (TQuEST)  

TQuEST measures the similarity after coding time series, but provides good results only over some 

specific data sets. [72] 

 Spatial Assembling Distance (SpADe)  

SpADe based on feature extraction, this measure is robust against the temporal and spatial 

distortions, noise and outlier but is difficult to scale up. [73] 

 Other distances 

Some distances such as edit distance with real penalty (ERP) [76], edit distance on real sequence 

(EDR) [80] and extended edit distance (EED) [77] extend the edit distance (ED) in order to deal 

with different natures of applications. Many other distances and similarity measures (see [81] for 

a well-structured review on time series similarity measures) have been recently proposed in the 

literature and deals with time series learning problems. 
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Fig 2.23: A possible taxonomy of time series similarity measures. 

In time series classification, the combination of 1-Nearest-Neighbor (1NN) classifier with 

Dynamic Time Warping (DTW) distance has been shown to achieve high accuracy. However, if 

naively implemented, the 1NN-DTW approach is computationally demanding, because 1NN 

classification usually involves a great number of quadratic DTW calculations. We will discuss 

later on how to speed up the classification process and whether or not if we can improve the 

accuracy of 1NN-DTW approach as we already agreed to use DTW (marked in red color in Fig. 

2.23) as a time series distance measure simply because it is considered as the most accurate 

measure for time series across a huge variety of domains. 

5. Related works 

Person identification (a.k.a. user authentication) is probably one of the most important applications 

of keystroke dynamics. A review of some local and web application developed either for research 

or commercial use will be held. 

5.1. Implementations 

Authentication with keystroke dynamics can be done by training some algorithm with the manner 

and rhythm in which an individual types characters on a keyboard or keypad, we name it the typing 

pattern of a person and omit all samples that do not meet certain anomaly criteria. In this section, 

some of the most famous implementations are reviewed and separated into categories depending 

on their functionality, local or web, and the scope of their development, academic or commercial. 

An academic approach recommend that the research has been done by some kind of institute or 
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university, while a commercial product on the other hand suggests an industry or company 

implementation with profit as their main objective. 

5.2. Local authentication 

Local keystroke dynamic authentication can be used in desktop application that doesn’t require a 

connection to the internet, the program is installed locally in a computer, a station or a vehicle, etc. 

Those local programs have their own data storage and the computations are running in the 

background of the shown interface of the program after the user tries to login to a specific system. 

 Academic approach  

Authentication through keystroke dynamics has mostly been achieved with the help of pattern 

recognition systems, with the most common of them listed below. 

– Statistical models [33-38].  

– Neural networks [44].  

– Fuzzy logic [41]  

– Support-vector machines [42]  

 Commercial products  

Due of being closed sources, there is not much knowledge about the commercial products of 

keystroke dynamic authentication. Below is a list referring to some known products, with some 

of the information known about their implementations. 

– TypeWATCH, released by Watchful software [85], free text typing patterns 

software.  

– Intensity analytics [86], uses statistical weights and measures  

– BioTracker, released by Pluriloc [87], also tracks mouse movements.   

– KeyTrac [88], analyzes any text input in the background. 

 

5.3. Web authentication 

Web keystroke dynamic authentication refers to the authentication process by using websites or 

web-apps, data storage and processing can be either on a remote server that can be reached only 

while using internet connection/mobile data or locally through an installed program as the local 

keystroke dynamic authentication do.  

 Academic approach  

Sadly, there have not been as many researches in web authentication as in local authentication. 

Some of them will be listed below, depending on their pattern recognition approach.  
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– Statistical models [33-38]  

– Neural networks [44]  

 Commercial products  

Just like in local authentication, there is limited knowledge on the mechanics of commercial 

products and patents. Below is a list referring to some of them, with some of the information 

provided about their mechanisms.  

– Trustable passwords, released by iMagic Software [89], is used for both web 

authentication and large-scale enterprise authentication.   

– bioChec [90], uses keystroke dynamics for ubiquitous web-based login.  

– behavioSec [91], includes keystroke, mouse and environment dynamics 
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Chapter 3 

 

Web-based K.S.D person verification system 

mechanism 

 
In this chapter, the developed web-based prototypical system that uses keystroke dynamics for 

verifying the user identities is introduced, we named it TyPaVeS (Typing Pattern Verification 

System), along with the reasons behind its creation and a the methodology that we propose. 

 

1. Methodology 

The main objective of TyPaVeS is the verification of users identity by checking whether they are 

really who they pretends to be for that, we need a client-server communication. As we are dealing 

with fraud detection (especially for credit card transactions) let us imagine that our methodology 

could be applied to a web shop for example.  

Imagine the following scenario, i am a new user of a given web shop, i create my new profile with 

my payment details (credit card number, name, year of expiration... etc.), and save my username 

and password (add it to remember in a browser), then i let my laptop open and after few hours i 

get a notification that my transaction is fulfilled while I didn’t order anything. In this case anyone 

who have access to my account either by hacking it or by simply using my stored details in my 

laptop can steal my money this is where TyPaVeS come to the rescue. Indeed with TyPaVeS even 

if you have all the users details your chance to pretend that you are that person is very low. 

TyPaVeS is a system and one of its features is the extraction of user typing patterns by using a 

script, and based on user typing patterns we will be able either authentify or verify user’s identity. 

Whenever a login is attempted, after the user get verified by the authentication server, a request is 

send to the web-service to determine if the signed in user is a legitimate user or not by using 

keystroke dynamic verification process. 
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Fig 3.1: Overview of verification process based on our proposed TyPaVeS. 

If the user doesn’t have an account yet he must sign up to the system, while the new user is creating 

his new account by typing his details, not only the content of the fields will be registered but also 

them typing patterns (the timings of keys pressed is saved with its type of event and character code 

itself).  

 

Fig 3.2: Overview of enrollment process based on our proposed TyPaVeS. 

The values of the typing pattern in them raw version have no use at their current form, which is 

why the server after a set a calculations generates the down-down (also called between KS or Inter-

stroke timing) and down-up (also called KS duration or up-down timing) durations. Two patterns 

(user prototypes) are created from the metrics above, they will be used during the classification 

mechanism which is embedded in the verification process that we have seen (Fig. 3.1 above), and 
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each keystroke sample received is compared to those patterns. We will have more details in the 

next chapter. 

2. Client-server communication 

A client-server communication (CSC) is defined as “The process of establishing a connection 

between a client and a server”. As any web based application the CSC is a must, in our proposed 

model and to make it simple we have a CSC embedded on the basic known CSC. In fact while a 

user try to login to a given system, a request is sent to the authentication server and after checking 

the user details, the server have the choice to validate/ reject user request. That was the simple 

CSC widely used. As the communication between the script that capture the typing patterns and 

the web-server (application server) that decides whether a given user is legitimate or not is an 

internal process, a part of the mechanism and also based on the client-server model, we will use 

CSC also for that purpose. In this case the web-site that runs the script will acts as the client while 

the web-service as the server as shown below. 

 

Fig 3.3: Client-server Communication. 

There are two basic requests that are prompted in order for the keystroke dynamic verification to 

work. The first one determines if the user and password are legitimate, by contacting the web-site’s 

authentication server (i.e. C2 security level). If the user gets verified, then the client perform some 

tasks on the web-app (if we consider a shop web app then the client select items) and while the 

payment procedure a request which contain the keystroke timings of the user CCN is send to a 

web-service which will handle them accordingly to the anomaly score calculated during the 

verification process. The following figure shows each communication in a chronological order: 
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Fig 3.4: Detailed client-server communication. 

 

The chronological order differs as the user may be a subject of two cases: 

 New user 

While a new user attempt to access the web-app, his personal data which will be subject of 

future authentication processes will be sent to the authentication server in the meantime the 

script that started working just after the loading of the web page content starts to capture user’s 

personal data typing patterns and sends them to the application server when the user submit 

his request (we can say that both step 1 and 3 provided in the figure shown in the top of the 

page are executed in parallel), that was the client and the script (which acts as a client also) 

requests sent to the servers. 

Concerning the servers, they will start the processing of the received requests, the 

authentication server (AuS) will check the validity of the user inputs (by using a simple lexical 

analyzer that will checks only the format of the entered text into the fields) after that, the AuS 

will register user’s data into the database as a static data (see Fig. 3.2) in a secured way (hashing 

the password) and finally he sends the authentication response to the client (step 2 in Fig. 3.4) 

and redirect him to the login page. In parallel the application server (AppS) has started the 

preprocessing of the typing patterns by extracting only useful features (KS duration also called 

down-up duration and between KS known as down-down duration) , those features will 

represent the prototypes of the user typing patterns (see Fig. 3.2). 

In Fig. 3.2 we mentioned that the script will store user prototypes into the database which not 

shown explicitly in Fig. 3.4, in fact after the end of typing patterns processing made by the 

AppS, he will send a response to the script containing the prototypes (step 4 in Fig. 3.4), the 

script send a request to the AuS to store the prototypes and then Aus store them into the 

database and sends back an ACK (Acknowledgement). Therefore there is an interconnection 

between the servers (transitive relation). 
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 Enrolled user 

An already registered user tries to use the web shop by simply typing his username and 

password at the login page, at this stage the client (user) sends an Authentication request to 

web-site server (step 1). The AuS will handle it by matching between the provided data by the 

client and what there already exists in the database, the provided username should already 

exists into the database otherwise the authentication will be denied directly, concerning the 

password a hash function will check the equality between the provided password and the stored 

password (as shown in Fig. 3.5 below) and then a session will be given to the client (step 2) 

where the prototypes (let us call the genuine prototypes) of the user are temporary stored in the 

client mailbox (hidden from the user and accessible only for verification process of the 

application server). It consists of some variables that are included inside client script. 

 

Fig 3.5: Password equality checking by using a hash function. 

 

Just to explain briefly, while a new user sign up we register the hash code (Digest) of his password 

and not the password itself. During the identification process the typed password is translated to a 

digest by using a hash function, and then it checks the equality between the digests as shown above. 

Hash functions are useful because they are irreversible functions. 

Now that a user has the access to the web shop and after adding some items to his cart, it’s time to 

perform the payment (step 3). At this stage the client is asked by the AppS to type again his 

payment details such as credit card number, in the meantime AppS sends a request to the script in 

order to start capturing payment typing patterns (step 4), after the end of that process the raw data 

is sent back to AppS, where again the extraction of KS duration and Between KS are needed to 

get a potentially genuine user prototypes, AppS have now both prototypes all seems to be ready to 

start the verification process also called classification process. 
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3. Classification process 

In order to distinguish between legitimate and illegitimate users we will use a classification 

algorithm (1-nearest neighbor) based on a distance model which will be the general form of 

Euclidian distance, the so called Dynamic Time Warping (DTW). The classification uses 1NN-

DTW as a classifier (fusion between both techniques), usually with 1NN we compare the newly 

inserted typing pattern with many patterns of the training set, each one belonging to various 

classes, but in our case each new pattern (user pattern) is compared only with a single pattern 

(genuine prototype) that belong to the training set and we do not have many classes but a single 

class for each genuine user and those classes contains a unique typing prototypes (each user is 

represented by two prototypes)  It calculate the anomaly score after checking the 

similarity/distance between stored prototypes of the legitimate user and the prototypes that belongs 

to the candidate user (the user that pretends to be a legitimate user), a threshold is then given based 

on some training phase on which its value is statistically fixed (we decided to put a constant 

threshold value based on our own training of the model) to serve as the point at which future users 

will be accepted or rejected. If the total anomaly score of the distance between both prototypes for 

the candidate user and genuine user prototypes are greater than the threshold, the sample and thus 

the user, will be denied access. The distances between the prototypes are represented as anomaly 

scores. The way to check user identity is explained below. 

 

Fig 3.6: Classification process between pairwise of users typing prototypes. 

The two signals for both users are represented as a keystroke time series (explained in next section) 

for both prototypes (between KS and KS duration), the classifier NN uses the anomaly scores 



CHAPTER 3.  WEB-BASED K.S.D PERSON VERIFICATION SYSTEM MECHANISM 

42 
 

which are the output of the DTW algorithm and based on the thresholds he classifies the user as a 

legitimate or illegitimate. 

4. Measuring the similarity of keystroke time series  

According to the paper named “Keyboard Usage Authentication Using Time Series Analysis”, 

keystroke time series 𝐊𝐭𝐬 are defined as the following: 

 Definition 

𝐊𝐭𝐬 is an ordered discrete sequence of points P; 𝐊𝐭𝐬 = [𝐏𝟏, 𝐏𝟐, … , 𝐏𝐢, … , 𝐏𝐌] 𝐰𝐡𝐞𝐫𝐞 𝐌 ∈ ℕ is the 

length of series and Pi is a tuple corresponding pairs of multi-dimensional features. [83] 

A point tuple Pi in Kts consists of two instances 〈t, k〉 where t is the indexing sequence of time 

stamp (KN) in which keys are pressed and k is a set of timing attributes and descriptive features 

including: flight time (Ft) we used the down-down notion for it during our thesis (between ks), 

key-hold (KHt) which correspond to the down-up (ks duration) and key code (Kcode). So each pi 

can be formally written as pi = 〈ti, ki〉 where: [83] 

- ∀pi ∈ Kts: pi ← 〈ti, ki〉 

- ∀ti ∧ ki ∈ pi:  ti = KN; ki = {Fi
t, KHi

t, Kcodei
} 

In our thesis work we used two prototypes, it means that for both flight time and the key-hold 

durations we have a separate keystroke time series and not a multi-dimensional features embedded 

on a single keystroke time series. [83] 

The similarity can be computed between two or more series. Given two keystroke time series 

𝐊𝐭𝐬𝟏 = {𝐏𝟏, 𝐏𝟐, … , 𝐏𝐢, … , 𝐏𝐌} and 𝐊𝐭𝐬𝟐 = {𝐏𝟏, 𝐏𝟐, … , 𝐏𝐢, … , 𝐏𝐍}, where M and N are the length of 

𝐊𝐭𝐬𝟏  and 𝐊𝐭𝐬𝟐 respectively, the simplest way to define similarity S (that we will consider as the 

anomaly score) is by directly computing the Euclidean distance between each points. However, 

this requires both time series to be of the same length M = N, where this is not necessarily the case 

at all time [84]. That’s why the similarity should be performed between sequences that have varied 

lengths (when M /= N).To this end, DTW is the best choice that allows for non-linearity matching 

of two-time series with different lengths [84]. 
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Fig 3.7: Similarity measure between pairwise of time Series  

DTW distance is calculated by filling an N by M matrix, called DTW cost matrix (implementation 

available in next chapter), where N and M refer to the length of time series 𝐊𝐭𝐬𝟏  and 𝐊𝐭𝐬𝟐, 

respectively. The cost matrix allow us to extract the warping path in addition of the score of the 

similarity measure between the two keystroke time series.  
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Chapter 4 

 

The implementation of TyPaVeS 

 
In the following chapter, the implementation of the TyPaVeS application will be thoroughly 

analyzed, in order to properly understand its usage and functionality. A few run-time screen shots 

will be presented along with the application’s website interface. 

 

1. Programming environmental 

As any web application, TyPaVeS requires some frontend and backend components, we will not 

use a framework for this project but we will use the MVC pattern (model-view-controller), the 

following list is about the most important environmental that we have used during the development 

of TyPaVeS and for what we used them: 

1.1. WAMP platform  

“WAMP Stands for "Windows, Apache, MySQL, and PHP." WAMP is a variation of LAMP for 

Windows systems and is often installed as a software bundle (Apache, MySQL, and PHP). Often 

used for web development and internal testing, but may also be used to serve live websites”. [94] 

 Apache server 

“Apache HTTP Server is used in order to run the web server within Windows. By running a 

local Apache web server on a Windows machine, a web developer can test webpages in a web 

browser without publishing them live on the Internet”. [94] 

 MySQL database 

“MySQL is an Oracle-backed open source relational database management system (RDBMS) 

based on Structured Query Language (SQL). MySQL runs on virtually all platforms. Although 

it can be used in a wide range of applications, MySQL is most often associated with web 

applications” [95]. We chose it for its simplicity, easy coding and fast queries, all user personal 

data, typing patterns and user prototypes will be stored inside a MySQL database. Indeed it’s 

used to store all data needed in order for the mechanism to run. 

 PHP 

“Stands for "Hypertext Preprocessor. PHP is an HTML-embedded Web scripting language. 

This means PHP code can be inserted into the HTML of a Web page. When a PHP page is 
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accessed, the PHP code is read by the server the page resides on. The output from the PHP 

functions on the page are typically returned as HTML code, which can be read by the browser. 

Because the PHP code is transformed into HTML before the page is loaded” [96]. PHP is very 

performant when we are dealing with database queries that’s why we will use it not only for 

registration and identification process but also to compute the DTW distance between samples 

and to decide whether a user is a legitimate or an illegitimate user. 

1.2. User interface 

Improving user experience is always recommended when we design and develop a website, for 

having a good website our web application font end content consists of: 

 HTML 

“HTML is a HyperText Markup Language file format used for describing the structure of Web 

pages. The HTML code consists of tags surrounded by angle brackets. The HTML tags can be 

used to define headings, paragraphs, lists, links, quotes, and interactive forms. It can also be 

used to embed JavaScript, and CSS codes”. [92] 

 CSS 

“CSS is the language for describing the presentation of Web pages, including colors, layout, 

and fonts. His separation of HTML from CSS makes it easier to maintain sites, share style 

sheets across pages, and tailor pages to different environments”. [92] 

 JS 

“Java Script is the most commonly used dynamic programming language for web browsers, 

whose implementations allow client-side scripts to interact with the user, control the browser, 

communicate asynchronously, and alter the document content that is displayed ”[93]. In our 

project a java script that we will introduce its implementation in the next section is used to 

capture all user typing patterns for any given field.  

 JQuery  

“JQuery is a fast, small, and feature-rich JavaScript library”. We will only use it as a validator 

for user input data (check the format of the text entered in the field while sign-in o sign-up 

processes) 

2. Client side functions 

While a user load the website home page, the script that capture the typing pattern is loaded 

automatically. The collection of the keystrokes starts directly when the credit card number field is 

focused by the new user, while he is typing the CCN digits that has been auto generated by the 

script application (in order to avoid a real credit card numbers and use only random numbers for 

demonstration purposes) keyboard events are recorded and a typing session is created, the typing 

session contains the following information about the keyboard events: 

- Type of the keyboard event (key-down/key-up/key-press) 

https://searchmicroservices.techtarget.com/definition/tag
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- event.keyCode (the keyCode field of the corresponding JavaScript event) 

- event.which (the which field of the corresponding JavaScript event) 

- event.charCode (the charCode field of the corresponding JavaScript event) 

- event.shiftKey (the shiftKey field of the corresponding JavaScript event) 

- The value returned by JavaScript's Date.getTime() function, i.e., the number of 

milliseconds since the 1st of January 1970. 

When the user hits the register button, all keystroke data is processed and transformed into an SQL 

query along with all user’s personal data in order to be sent to the server. Before this happens, the 

username and password have to be verified. A JQuery call is made by the web-site’s authentication 

server, containing the user credentials. 

If the credentials get accepted (it means that there is no such an already registered user with the 

same username), the next JQuery starts the communication with the database in order to insert the 

data by sending a query which will be handled by the server side. After that the user will be 

redirected to the login page after the operation has a succeful execution. 

Now that the user is registered, it’s time to login to the system. The registered user is already in 

the login page, all what he have to do is to type his username (email address) and password and 

click login. By clicking the login button the data is sent to the authentication sever when there will 

be a password matching and checking (Fig 3.5). 

After a successful login, the user is now ready to give the hand to other users and dare them to 

type the CCN the same way he did (we could run the typing pattern checking during the login 

which will be the use of authentication typing pattern system but we are focusing only in the 

verification process that can be applied online to avoid banking fraud. Our proposed model can be 

used to verify user identity before validating a transaction). At this stage the same script application 

that we have been using during sign up process is called again to extract candidate user keystrokes, 

but this time they will be directly sent to the application server and not stored into a database.  

3. Server side functions 

After receiving the first request that contains user’s data as a POST request, the authentication 

server uses a GET request and stores the data by a SQL query. For this to happen, the database has 

to be accessed, which is quite easy using the PHP. All data concerning the keystrokes, the users, 

prototypes and everything needed by TyPaVeS is stored in the database. So, a query is send to the 

database with the username, password, email and CCN along with the keystroke details. Initially 

prototypes are set to empty as there is no prototypes available yet after that an Ack (response) is 

sent back to the client side. In the meantime (in parallel with the authentication server) the 

application server is working on extracting the keystroke features (user prototypes). In case the 

user doesn’t exist, a new entry is made and returned. A few moments later, a next request is 

received concerning the keystroke prototypes. As the user id is attached to the prototypes, a query 

is sent to the database in order to find the specified user ID in the existing samples already 

registered in the database and update the values by the calculated prototypes. 
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Before any actions take place, the sample keystrokes contained in the request and sent to the sever 

application need to be transformed into the features that we will use for classification later on. 

Right now, there are two timings for each keystroke (key-down and key-up events), but in order 

to make any calculations, durations between pairs have to be computed into down-down, down-

up metrics. The first condition that needs to be met is that the CCN contained in the request and 

the ones saved in the database should be of the same length. If not, the sample is rejected straight 

away. Most commonly though, they are of the same length, which allows the mechanism to 

continue the operation.  

3.1. Pre-processing of raw typing patterns 

In order to extract down-down and down-up durations, the raw data must be pre proceeded before 

that. 

 

Fig 4.1: Example of user typing pattern raw data. 

Below we have the pre-processing steps by the chronological order (can be done in any order): 

1. Omit event.which, event.charCode and event.shiftKey from the data. 

2. Ignore all key-press events as we can get the key code from the key-down event and 

also because we didn’t take it into account in our feature extractions. 

3. Sometimes the first event of the typing pattern is a key-up event (like we have in Fig. 

4.1) which is caused by clicking the shift key to change the cursor between registration 

form fields, so we have to remove it. 

4. For simplicity we will remove sequential duplicated events (successive key-down 

events or successive key-up events) and for that we keep the latest key-down and the 

oldest key-up 
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Fig 4.2: Eliminating same successive events. 

3.2. Extraction of features 

In this section we will give the algorithm of extracting down-down (between KS) and down-up 

(KS duration) metrics. 

 

For the KS duration we create an array of event timer, it means that for each pair (key-down/key-

up a value is calculated), we have to increment by 2 otherwise in the next round of the while loop 

we will calculate the up-down duration which is not our goal. Then we just simply return the array. 
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For the between KS duration another step is required, first of all we must omit all key-up events 

and then simply calculating the duration between each key-down/key-down pair and after each 

step we increment by 1. And finally return the array that represents the second prototype.  

Now that both prototypes are ready, they are sent back to the authentication sever along with the 

used id in order to be stored in the database. 

3.3. Classification of candidate user typing patterns 

Once a candidate user types the CCN of the registered user and click the check button. His typing 

pattern is sent and received by the application server where candidate user prototypes will be 

extracted. The same algorithms (KS duration and between KS) will be used to get user features. 

The prototypes are ready, the server loads registered user prototypes by sending an SQL request 

to the authentication server and starts the classification process (Fig 3.6).  

During the classification process each pair of prototype is compared to another pair of prototypes 

by using the DTW distance which will calculate the distance between KS duration prototypes and 

Between KS prototypes based on the following algorithm: 

 

The anomaly scores (DTW distance) are calculated, now it’s time to classify the candidate user 

(Fig 3.6), for that the classifier NN will check whether the candidate user belongs to the same set, 

cluster or even a region (Fig 2.16), for each anomaly score there exists a fixed threshold, it will be 

used to determine user identity by using the simple algorithm described below. 
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If the output of the algorithm is true, it means that the user is accepted otherwise he is rejected (Fig 

3.6). The results are then sent back to the client in the form of booleans, which concludes the 

keystroke verification procedure. 

4. Database conception 

The database is a pretty important part of the whole service functionality, since it holds all needed 

information for the keystroke verification process to take place. The database structure is presented 

in the figure below. 

 

Fig 4.3: Database structure.  

5. Web-site usability and design 

We developed a simple web-site that contains the functionalities that we had mentioned about 

TyPaVeS.  As a prototype, the web-site will allow users to try and checkout how keystroke 

dynamics verification system works in real-time. 
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The website includes the following content: 

 A home page 

 

Fig 4.4: Registration form along with some greeting.  

A new user have to type his data in order to register himself to the authentication server, for our 

demonstration purposes, we will use a random generated CCN instead of a real credit card 

numbers, as typing a randomly generated will not give us a unique typing pattern that really 

represent the user, he can repeat typing the CCN by clicking on the “Train” button until he gets 

familiar with it and then he can submit it. 

 

 A login page 

 

Fig 4.4: Login form 
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All what the user have to do is to type his username (email) and password, if the user is already 

registered, the access to the challenge page is guaranteed otherwise the user is denied.  

 Challenge page 

 

 

Fig 4.5: Person typing verification form 

On this page a pretender (could be either the guanine user or a candidate user) will type the 

CCN shown and click “Check Identity”, this is a typical scenario after all the orders are done 

and we want to pay we enter our CCN, this is where our proposed model will take place. 

 

 Result page 

The result page consists of three parts, user and genuine typing patterns of the CCN, the output 

of the DTW algorithm that consists of the DTW distance (green if under threshold and red 

otherwise) along with the cost matrix for both durations (between KS and KS durations), the 

red small squares represent the warping path of the DTW distance and finally the decision 

made by the system (accepted user with the green happy smile or rejected user with a red 

unhappy smile). 
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Fig 4.6: Genuine/user typing prototypes. 

 

Fig 4.7: Typing pattern algorithm results. 

 

Fig 4.8: Classifier decision. 
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Chapter 5 

 

Evaluation and Experiments 

 
In order to evaluate the DTW classifier which is the principal subject of my thesis work, an 

experiment was made which is explained in the chapter along with its results. 

 

1. Evaluation of TyPaVeS 

When we are dealing with a restricted amount of data, using TyPaVeS will produce a good results, 

the schema of the model is good but not perfect and can be improved further. As you may noticed 

while the user attempt to create a new account, he type a randomly generated 20 digits number 

which is taken as a pseudo credit card number (as we wanted to avoid that users type them real 

CCN number). Re-typing a random 20 digits that you never have used before as an entire sequence 

for the first time cannot really define your unique typing rhythm of the CCN. That’s why adding 

a training phase could be benefit to have an accurate CCN typing pattern that could really 

represents user unique features. 

TyPaVeS is a typing verification system, we can extend it more in such a way that he could perform 

both authentication and verification processes, in this case we can store username and password 

typing patterns and then extract them features the same way we did with the CCN and then run our 

model while the use tries to login into his account. 

The most important part that we should really evaluate is the DTW distance between a pair of 

keystroke typing patterns. Indeed the calculation of such a distance have a high cost in term of 

memory and time complexity. That’s why we will review the DTW distance. 

2. Review of DTW distance 

Suppose we have two time series, a sequence A of length n, and a sequence B of length m, where 

𝐴 = 𝑎1, 𝑎2, … , 𝑎𝑖, … 𝑎𝑛 

𝐵 = 𝑏1, 𝑏2, … , 𝑏𝑗 , … 𝑏𝑚 

To calculate the distance or align these two sequences using DTW, we first construct an n*m 

matrix where the (𝑖𝑡ℎ, 𝑗𝑡ℎ) element of the matrix corresponds to the squared distance, 𝑑(𝑎𝑖, 𝑏𝑗) =

 (𝑎𝑖 − 𝑏𝑗)
2
 which is the alignment between points 𝑎𝑖 and 𝑏𝑗 [98].  To find the best match between 
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these two sequences, we retrieve a path through the matrix that minimizes the total cumulative 

distance between them (as illustrated in Fig 5.1).   In particular, the optimal path is the path that 

minimizes the warping cost:  

𝐷𝑇𝑊(𝐴, 𝐵) = min

{
 

 
√∑𝑤𝑘

𝐾

𝑘=1

 

This warping path can be found using dynamic programming to evaluate the following recurrence: 

𝛿(𝑖, 𝑗) =  𝑑(𝑎𝑖, 𝑏𝑗) + min {

         𝛿(𝑖 − 1, 𝑗 − 1)  

𝛿(𝑖 − 1, 𝑗)

𝛿(𝑖, 𝑗 − 1)
  

Where 𝑑(𝑎𝑖, 𝑏𝑗) is the distance found in the current cell, and 𝛿(𝑖, 𝑗) is the cumulative distance of 

𝑑(𝑎𝑖, 𝑏𝑗)  and the minimum cumulative distances from the three adjacent cells (match/ insertion/ 

deletion). 

 

Fig 5.1: Optimal warping path of a pairwise time series. [97] 

To reduce the number of paths to consider during the computation, several well-known constraints 

(boundary conditions, continuity condition, monotonic condition, and adjustment window 

condition) have been applied to the problem to restrict the moves that can be made from any point 

in the path and so restrict the number of paths that need to be considered. [98] 

3. Lower bounding the DTW distance   

The adjustment window condition is a lower bounding technique based on the warping window 

size. This technique is used to speed up DTW calculation.  The width of this constraint is often set 

to 10% of the length of the time series [99]. The following figure illustrates two of the most 
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frequently used global constraints in the literature, the Sakoe-Chiba band [101] and the Itakura 

parallelogram [100].  The latter is widely used in the speech recognition. 

 

 

Fig 5.2: Sakoe-Chiba band and Itakura parallelogram [99] 

In order to work with warping window size constraint, we need to adapt the original 

implementation of DTW distance (algorithm 3 described in chapter 4) in such a way that if 𝑎𝑖 is 

matched with 𝑏𝑗, then |𝑎𝑖 − 𝑏𝑗| is no larger than w, a window parameter. In order to make the 

algorithm work, the window parameter w must be adapted so that |𝑛 − 𝑚| ≤ 𝑤. The adapted 

algorithm is described below: 
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Hoang Anh Dau [102] claimed that obtaining the best performance from DTW requires setting its 

only parameter, the maximum amount of warping (w) and thus can produce significant 

improvements in classification accuracy. In the following section we will make a small experiment 

to see whether this hypothesis is true or not in case of typing dynamics data. 

4. Experiment 

Person identification based on the dynamics of typing is a challenging task with applications in 

various domains ranging from online education to internet banking one of the tasks related to 

person identification based on the dynamics of typing is person authentication. [103] 

4.1.  Person authentication dataset 

For this task of the person identification open challenge proposed by my own supervisor, in his 

paper [109] available at “biointelligence.hu/typing.html” website [103], 458 user typing dynamics 

were recoded with a JS application. In each typing session, the users were asked to type some 

sentences and the keyboard events key-up, key-down and key-press were captured by the 

JavaScript application and stored on our web server. In the text file (12 users’ raw data), each 

record starts with the keyword TYPING PATTERN which is followed by the identifier of the 

typing session. Each subsequent line corresponds to a keyboard event. These event are: key-press, 

key-up and key-down. Each line, contains the following pieces of information: [103] 

 Type of the keyboard event (key-down/key-up/key-press) 

 event.keyCode (the keyCode field of the corresponding JavaScript event) 

 event.which (the which field of the corresponding JavaScript event) 

 event.charCode (the charCode field of the corresponding JavaScript event) 

 event.shiftKey (the shiftKey field of the corresponding JavaScript event) 

 The value returned by JavaScript's Date.getTime() function, i.e., the number of 

milliseconds since the 1st of January 1970. 

Additionally, we are given the true identity of the users (coded by integer numbers from 1 to 12) 

for 5 typing pattern per users in a text file (12 users training labels). Each line of this file contains 

two numbers separated by a comma: [103] 

 The identifier of a typing pattern (pattern id for short), and 

 The identifier of the user who typed that pattern (user id for short). 

There is another text file (12 users test hypothetical labels) contains the hypothetical identities of 

the users for the rest of the typing patterns (i.e., for those typing patterns for which the true identity 

of the user is not given in the text file (12 users training labels). The hypothetical identities are 

given in the same format as the true identities (i.e., as pairs of pattern ids and user ids). Our task is 

to decide if the hypothetical identities in the text file (12 users test hypothetical labels) matches 

the true identities of the users who typed those patterns. For that we have to provide solutions for 
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the above task as a list of pairs. The first number of the pair should be the pattern id. The second 

number of the pair depends on our predictive model. If we predict that the hypothetical user 

identity for the pattern is the same as the true user identity, the second number should be 1. 

Otherwise it should be 0.  

 

4.2. Methodology  

In order to experiment the warping window size constraint we will run the DTW algorithm of the 

training data and compare them to the 12 users training data with different w values, 𝑤 ∈
[0,1,2… .𝑀] where M is the length of the longest typing pattern sequence (considered as 1000). 

Before running the DTW distance between each pair of keystroke time series, the data must be 

pre-proceeded, for that we will use the sever side function that we have seen during the last chapter 

where we had to clean the data, remove same successive events, extract features (KS duration, 

between KS and a merged version where we will use the average of KS and between KS durations). 

For each warping window size w we classify users testing data based on the following schema: 

 

Fig 5.3: Testing data classification process  

 

 

4.3. Experimental Results 

To test the effect of the warping window size to the classification accuracies, we performed an 

empirical experiment on the dataset with KS Duration, between KS and a merge duration.  We 

vary the warping window size from 0 (Euclidean) to M (no constraint/full calculation) and record 

the accuracies. 
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Usually we linearly interpolate all variable-length datasets to have the same length of the longest 

time series within the dataset and measure the accuracy using the 1-nearest-neighbor with leaving-

one-out classification method.  

But in our study case, we have used the original variable-length keystroke time series and we didn’t 

linearly interpolate all variable-length datasets to have the same length of the longest keystroke 

time series within the dataset. The results are shown in the following figures: 

 

Fig 5.4: The classification accuracies for all warping window sizes and Between KS duration. 

 

Fig 5.5: The classification accuracies for all warping window sizes and KS duration. 
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Fig 5.6: The classification accuracies for all warping window sizes and merge duration. 

A study made by Ratanamahatana et al. [98] where the same experiment has been proceeded with 

6 datasets retrieved from “UEA & UCR Time Series Classification Repository” ended by the 

following results: 

 

 

Fig 5.7: The classification accuracies for all warping window sizes.  All accuracies peak at very 

small window sizes. [98] 

Wider warping constraints do not always improve the accuracy, as commonly believed [104].  

More often, the accuracy peaks very early at much smaller window size, as shown in Table 5.1 

below: 
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Dataset 
Max 

Accuracy 

% 

Warping 

Window Size 

% 

Face 96.43 3 

Gun 99.00 3 

Trace 100.00 1 

Leaf 96.38 10 

Control chart 99.67 8 

Two-pattern 100.00 3 

Typing Pattern – KS duration 69.10 2.6 

Typing Pattern – between KS 65.70 0.8 

Typing Pattern – merge duration 69.67 2.1 

Table 5.1: The warping window size that yields maximum classification accuracy for each 

dataset, using DTW with Sakoe-Chiba band. [98] 

From the result found on the paper of Ratanamahatana et al. [98] and our own experiments over 

the typing pattern person identification challenge, we can conclude that working with a small 

warping window of 10% and down is a good thing and could be benefit not only to reduce the 

execution time and memory usage but also rise the accuracy of the classification. We also noticed 

that working with a lager warping window size could reduce the accuracy of the classification in 

some cases. That’s why it’s better to use a little warping. 

In order to make our conclusion as a theorem or a fact result, we have to experiment more datasets 

with variety of constraints, with different dataset sizes and domain of applications.  

So to finish the conclusion, the hypothesis claimed by Hoang Anh Dau [102] that says: “obtaining 

the best performance from DTW requires setting its only parameter, the maximum amount of 

warping (w) and thus can produce significant improvements in classification accuracy” was 

correct concerning the typing dynamics classification problem.  
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Chapter 6 

 

Summary 

 
In this last chapter, a conclusion is made about everything that happened through the past chapters, 

while the reader is also provided with some food for thought in order to understand the advantages 

that keystroke dynamics could provide, along with future upgrades and ideas for the 

implementation. 

 

1. Conclusion 

Keystroke dynamics is known to be characteristic to individuals that’s why keystroke dynamic 

authentication is an underrated authentication mechanism, which never received the proper media 

attention that it needs in order to flourish. With its basic concepts, users that interacts with the 

websites, information systems and high level pertinent systems have the opportunity to access 

those data in a much secured manner and without installing any additional infrastructure or costs, 

in hopes of it being more accessible to the wider public. Such a web service implies less to none 

computation being made on the web-server or client, which makes TyPaVeS an all-around light 

and easy to use application of keystroke dynamic authentication for any kind of website. TyPaVeS 

is an open source system, which may attract developers to improve or even make their own 

versions of TyPaVeS hopefully better, which will also help the spread of keystroke dynamics 

technologies which can provide so much to our modern society. 

Implementing such a system require a deep knowledge in time series classification and anomaly 

detection techniques. Using the DTW distance as a distance measure between pairwise time series 

data is one of the best options actually available. Along with the DTW the classifier NN (Nearest 

Neighbor) played a huge role in the last century for solving time series classification problems and 

recently we have seen significant progress in improving both the efficiency and effectiveness of 

time series classification. However, the best solution is typically the NN algorithm with the 

relatively expensive DTW as the distance measure.  

As the DTW causes time complexity problems when the times series are too large, lower bounding 

the DTW distance by adjusting the warping window size is considered as a solution to reduce the 

execution time and the memory usage, but adjustment the window condition by using a lower 

bounding technique performed unexpected results with the classification accuracy, and our 

experiment over the warping window size show that lower bounding the warping window size by 

10% or less gives the best results in term of classification accuracy while having a higher warping 
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window size reduces the classification accuracy in some study cases and indeed adjustment the 

window condition decrease the times complexity and memory usage as it will not compute all the 

values over cost matrix of the DTW algorithm. 

2. Food for thought 

Keyboard dynamics are only the beginning. The same principles could easily be applied on smart-

phones, video-game consoles and basically every electronic device or gadget that involves human-

computer interaction, for example a car. There are definitely unique patterns in the way people 

drive their cars, so a mechanism like that would exclude the possibility of car thefts. To be more 

precise, there are unique patterns almost in every human-computer interaction, which could 

authenticate a person. Yes, there are other ways of biometric authentication, but people are not 

usually happy to provide their characteristics to sensors directly. Behavioral biometrics could solve 

that, through simple “transparent” sensors which would not affect their everyday routine in any 

way, in contrast to using a password for example. The development of technologies like that could 

easily be combined with ubiquitous technologies, smart homes etc. 

3. Future work 

The next step of considering the application would be to introduce it to the wider public through 

social networks. A security application that would recognize your personal typing rhythm and deny 

others from using your account in any way, preventing them to send messages, comments etc. even 

if someone happened to find an account logged in. As mentioned before, the application was 

implemented based on a previously created mechanism, which has big room for improvement.  

If an application like that would to become commercial, improvement is necessary, in order to 

achieve acceptable standards in terms of lower error rates a training phase would be benefit to the 

users, indeed having a multiple typing patterns for the same user could improve the classification 

accuracy, we could for example have a typing pattern for many cases, when the user is tired or 

using different keyboard and in order to avoid an expensive calculations as we will deal with 

multiple typing patterns for each user, extracting a candidate typing pattern that would represent 

all typing patterns as a single and unique pattern will be a good solution. 

Last but not least, we have used only two features while dealing with the typing patterns, so maybe 

including more keystroke features such as up-up or up-down durations or a combination of them 

in addition of the already used down-down and down-up durations would increase or perform a 

better results. 
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