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CHAPTER 1. INTRODUCTION

Chapter 1

Introduction

1.1 Motivation

Huge amount of digital data is generating daily from websites, forums, news sites,
and social media and it becomes more difficult to get insight-full information without
using computers. One of the domains were such huge textual data coming is the
educational sector specially, professor’s performance evaluation in the form of rating
and review by students. When teacher performance is evaluated by students, varied
opinions are collected from the same established criteria. Therefore, using computer
and automated tools to filter and get useful information for decision making will be
mandatory.

When we have such opinion and sentiment data, the use sentiment analysis
and opinion mining methods to the analysis these comments will be crucial and
mandatory. Sentiment Analysis is an application of natural language processing,
text mining and computational linguistics, to identify information from the text.
Students represent their emotions in comments, so it is a way to learn about various
aspects of the students. Using sentiment analysis will help to know their opinion
and determine whether there is a connection between their opinion and rating of
the professor. Student feedback on quality and standards of learning is considered
as a strategy to improve the teaching process and can be collected through a variety
of social network, blogs and surveys.

In this research, we will apply topic modeling techniques to check whether the
comments of the students are aligned with the given five attributes by computing the
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CHAPTER 1. INTRODUCTION

similarity between the predicted five topics with actual five attributes. We will also
apply the lexical-based sentiment classification on the review data to classify them
into negative and positive to check weather reviews of the students are matching
with the average rating of the students.

1.2 Thesis outline

The thesis is organized as follows:

• Chapter 2 provides an overview about sentiment analysis and opinion mining
and their techniques.

• Chapter 3 gives an detailed explanation of proposed model, prepocessing step,
feature extraction and an overview of the algorithms are used.

• Chapter 4 gives an detailed explanation of the datasets that are used in this
experiment, performance measure that are used to evaluate the results and an
explanation of the experiments made and discussion.

• Chapter 5 present the conclusion of the work and provides the future direction
of research.
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Chapter 2

Sentiment Analysis and Opinion

Mining

2.1 Sentiment Analysis Research and Application

Sentiment analysis and opinion mining gain a great deal of importance as active
research areas in natural language processing which explain the existence of ex-
tensive research. In this area, those two processes introduce a huge problem and
some different tasks, mainly focuses on opinions which express or imply positive
or negative sentiments by deleting it, analyzing it and extracting it. The research
about the opinion mining began from the early 2000, but the term sentiment anal-
ysis perhaps first appeared in [33], and the term opinion mining first appeared in
[12, 10, 32, 37, 44, 45, 47] [28].

The research in the sentiment analysis has become a very active research area
because of the huge volume of opinionated data in the web and special in social
media. It become now right at the center of the social media research. In the past 15
years, various researches have been conducted to examine and analyze the opinions
within news, articles, and product and service reviews [41]. Nowadays, researches are
conducting their research by intends to extract the sentiment embedded in messages
posted on social media websites or sentiment extraction from Internet websites such
as blogs and forums [20]. Discovering the knowledge embedded in social multime-
dia is of a great importance since it is vital for many promising applications which
clearly explains the reason behind the existence of numerous sentiment analysis ap-
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plications in all the domains such as Social media monitoring, Brand monitoring,
Voice of customer, Customer service, Workforce analytics and voice of employee
Product analytics, Market research and analysis [1].

2.2 Sentiment Analysis and Opinion Mining Defini-

tion

Sentiment analysis (also called opinion mining, opinion extraction, sentiment min-
ing, subjectivity analysis, effect analysis, emotion analysis, review mining) is type of
natural language processing that builds systems that try to detect, analyze, study,
extract the humane sentiments, opinions, moods, evaluations, appraisals, attitudes,
and emotions towards entities and their aspects expressed in text. This topic is ap-
plied on reviews and survey responses, online and social media, blogs, forums. Due
to [20] two major definitions of opinion mining can be seen in the literature. The
first definition is proposed in [39], as “The automatic processing of documents to
detect opinion expressed therein, as a unitary body of research”. The second major
definition says: “Opinion mining is extracting people’s opinion from the web. It an-
alyzes people’s opinions, appraisals, attitudes, and emotions toward organizations,
entities, person, issues, actions, topic and their attribute” [22, 28, 30].

2.2.1 Opinion/sentiment definition

Before going into further details, let’s first give a definition of opinion, the opinion
is point of view about the specific object or the features of this object done by the
opinion holder at specific time. We use the following review segment on Galaxy to
introduce the problem (an id number is associated with each sentence for easy ref-
erence):

“(1) last month, I bought a Samsung Galaxy. (2) It was a nice smartphone. (3)
The picture quality is amazing. (4) The voice quality was clear too. (5) However,
my friend thought the Galaxy was too expensive”

From this review, we notice that:
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The first thing that we notice is that there are several opinions in these review
positives and negatives, Positives like sentences (2), (3) and (4) while sentence (5)
express negative opinion. Then we also notice that the opinions all have some fea-
tures this features is called targets. The target of the opinion in sentence (2) is “the
Galaxy” as a whole, and the targets of the opinions in sentences (3) and (4) are
“the picture quality” and “voice quality” of the Galaxy respectively. The target of the
opinion in sentence (5) is ”the price of the Galaxy”, This review has opinions from
two persons, The holder of the opinions in sentences (2), (3), and (4) is the author
of the review “me”, but for sentence (5), it is “my friend”, the date of the review is
“last month”.

Due to [30] An opinion is a quintuple, (e, ae, sae, h, t), where e is an entity,
ae is an aspect of e, sae is the orientation of the opinion about ae, h is the opinion
holder, and t is the time when the opinion on ae is expressed by h. The opinion
orientation sae can be positive, negative or neutral, or be expressed with different
strength/intensity levels. When an opinion is on the entity e itself as a whole, we
use the special aspect ae = GENERAL to denote it.

2.2.2 Opinion/Sentiment Components

An opinion sentiment consist of of five key components:

• Entity: Is the object in which it was given the opinion, it can be product, per-
son, service, topic, event or organization; It is associated with a pair, e:(T,W),
where T is a hierarchy of components (or parts), sub-components, and so on,
andW is a set of attributes of e. Each component or subcomponent also has its
own set of attributes [30]. In the previous example the entity it is the “Galaxy“.

• Aspect of the entity: Is a feature or an attribute of the entity, “The picture
quality”, “The voice quality” and ”the price”. In the example, it define an aspect
of the entity “Galaxy”.

• Opinion holder: This is the person who gives a specific opinion about an
object. The author and his friend are the opinions holders in the previous
example.

• Time: The time of the expression of the opinion. “Last month” was the time
of the expression the opinions in the given example.
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• Orientation: Find the opinion either positive or negative or neutral. The
opinions orientations of the given example is splitted between positive and
negative.

2.2.3 Opinion/Sentiment Types

Regular and Comparative Opinions

1. Regular type: A regular opinion is often referred simply as an opinion in the
literature and it has two subtypes [2]:

• Direct Opinion: A direct opinion denotes an opinion referring directly
to an entity or aspects of entity, e.g., ”It was a nice smartphone”.

• Indirect Opinion: An indirect opinion denotes an opinion referring in-
directly to an entity or aspects of entity based on its effects on some
other entities, e.g., ”After buying this smartphone, i can take amazing
pictures”, describes an desirable effect of the smartphone on the picture
quality, which indirectly gives a positive opinion to the smartphone.

2. Comparative type: A comparative opinion expresses a relation of similarities
or differences between two or more entities and/or a preference of the opinion
holder based on some shared aspects of the entities [23, 24].

• Gradable comparison: Such a comparison expresses an ordering re-
lationship of entities being compared [28], e.g., ”Samsung Galaxy better
than Iphone”.

• Non-equal gradable comparison: Such a comparison expresses a rela-
tion of two or more entities but does not grade them [28], e.g., “Samsung
camera differently from Iphone“.

Explicit and Implicit Opinions

1. Explicit opinion: Is an regular or comparative opinion explicitly expressed
in a subjective sentence, e.g:
“It was a nice smartphone”.
“Samsung Galaxy better than Iphone”.

6
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2. Implicit opinion: Is an regular or comparative opinion implied in an objective
sentence, e.g:
“After buying this smartphone, I can take amazing pictures”.
“The battery life of Samsung Galaxy is longer than Iphone”.

2.3 Opinion Mining Tasks

Due to [20] Opinion mining contains several tasks with different names which all of
them are covered by it [28]:

• Sentiment analysis: Sentiment analysis is considered as a research area in
the field of text mining. The purpose of sentiment analysis is the sentiment
recognition and public opinion examination.

• Opinion extraction: The process of extraction of users’ opinions and find
out the users’ ways of thinking from the web documents is called opinion
extraction.

• Sentiment mining: Sentiment mining it is the process of determines whether
the given text contains objective or subjective sentences and the extraction
of the opinions and classifies them into three categories of positive, negative
and neutral. A sentence is called objective (or factual), when it contains the
factual information about the product. The subjective sentences represent the
individual emotions about the desired product [15].

• Subjection analysis: The purpose of Subjection analysis is to identify, clas-
sify, and collect subjective sentences.

• Sentiment mining: Affect analysis specifies the aspects that are expressing
emotions positive or negative in the text using the natural language processing
techniques [19].

• Review mining: Review mining is a sub-topic of text sentiment analysis and
its main purpose is to extract aspects from the authors’ sentiments and is to
produce a summary of the sentiments [49].
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2.4 Opinion Mining Procedure

[20] have modeled the opinion mining process in Figure 2.1 in which, each part has
some obligations which are as follows:

Figure 2.1: Opinion Mining process [20]

2.4.1 Data Collection

Having a comprehensive and reliable dataset is the first step to perform opinion
mining process. The necessary information could be collected from various web re-
sources, such as weblogs, micro blogs (such as Twitter), social networks (such as
Facebook) and review websites. Using tools that are developed for extracting data
through web, and using various techniques such as web scraping [35], can be useful
to collect appropriate data. Some datasets are provided in English which can be
used as references [37, 36, 6]. Researchers can apply their methods on these datasets
for their simplicity.

2.4.2 Opinion Identification

In this phases, all the comments should be separated and identified from the pre-
sented texts. Then the extracted comments should be processed to separate the
inappropriate and fake ones.

8
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2.4.3 Aspect Extraction

In this phase, all the existing aspects are identified and extracted according to the
procedures. Selecting the potential aspects could be very effective in improving the
classification.

2.4.4 Opinion Classification

After the preprocessing phase that is opinion identification and aspect extraction, the
opinion classification step can be applied, in this step the opinions are classified using
different techniques which this paper summarizes, classifies and compares them.

2.4.5 Production Summary

In the production summary level, a summary of the opinion results is produced
which can be in different forms such as text, charts etc, based on the results of the
previous steps.

2.4.6 Evaluation

The performance of opinion classification can be evaluated using four evaluation
parameters, namely accuracy, precision, recall and f-score.

2.5 Level of Sentiment Analysis

As shown in Figure 2.2, the sentiment analysis has been investigated mainly at
four levels namely document level, sentence level, aspect level, and concept level.
Document level is the abstract level of the sentiment analysis, that focuses on the
opinion of the whole document which cannot be very accurate. Instead, the sentence
level can be more accurate because it focuses on the polarity of each sentence in the
document. Both the document level and the entity level don’t discover exactly all
the necessary details. Rather than the aspect level that extract all the opinion in the
document, concept level is the fourth level of sentiment analysis that was introduced
by [8] which focuses on the semantic analysis of the text.

9
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Figure 2.2: Different levels of sentiment analysis

2.5.1 Document Level

Sentiment analysis in this level focuses in the opinion of the whole document, it is a
classification problem considering the problem of classifying an opinion documents
not by topic but by overall sentiment [37, 45] to determine whether this document
is positive or negative. This task of classification it known as the document level
sentiment classification. It aims to automate the task of classifying a textual review
which is given on a single topic as expressing a positive or negative sentiment or
opinion [31]. It is defined by [28] as:
Given an opinion document d evaluating an entity, determine the overall senti-
ment s of the opinion holder about the entity, e.g., determine s expressed on aspect
GENERAL in the quintuple (_, GENERAL, s,_,_), where the entity e, opinion
holder h, and time of opinion t are assumed known or irrelevant (do not care). If s is
with categorical values then it is a classification problem. If it takes numeric values
or ordinal scores within a given range, the problem becomes regression [28]. In this
level of sentiment analysis the whole document it considered as a single entity Thus,
it is not applicable for precise evaluation and comparison.

10
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2.5.2 Sentence Level

Sentiment analysis in this level focuses in the opinion of each sentence in the docu-
ment. The goal of this level of sentiment analysis is to classify opinions in each sen-
tence into positive, negative or neutral opinion, This task of classification is known as
the sentence level sentiment classification. Sentence sentiment classification can be
solved either as two separate classification problems. The first problem (also called
the first step) is to classify whether a sentence expresses an opinion or not. This
classification problem is usually called subjectivity classification which determines
whether a sentence expresses a piece of subjective information or factual (objective)
information. The second problem (also called the second step) then classifies those
opinion sentences into positive and negative classes [28].

It is defined by [28] as: Given a sentence x, determine whether x expresses a
positive, negative, or neutral (or no) opinion.

In this level of sentiment analysis the whole document is broken into several
sentences. It provides more entities that means more accuracy on the polarity of the
document and naturally entails more challenges than the level of the document.

2.5.3 Entity and Aspect Level

This level of sentiment analysis does not care about the language structures (doc-
ument, sentence). It is based on the idea that every opinion has a sentiment and
a target. The result of this level can be a summary of the sentiments about dif-
ferent aspect of the entity. Aspect-based sentiment analysis (or opinion mining), or
feature-based sentiment analysis (or opinion mining) as it was called in [21, 29] is
summarized by [28] in this following six main tasks:

Task 1 (entity extraction and categorization)

Extract all entity expressions in the document and categorize synonymous entity
expressions into a unique entity clusters.

Task 2 (aspect extraction and categorization)

Extract all aspect expressions of the entities and categorize these aspect expressions
into a unique aspect clusters.

11
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Task 3 (opinion holder extraction and categorization)

Extract opinion holders for opinions and categorize them into a unique opinion
holder clusters.

Task 4 (time extraction and standardization)

Extract the times when opinions are given and standardize different time formats.
Similar to the above tasks.

Task 5 (aspect sentiment classification)

Determine whether an opinion on an aspect is positive, negative or neutral, or assign
a numeric sentiment rating to the aspect.

Task 6 (opinion quintuple generation)

Produce all opinion quintuples (e, ae, sae, h, t) expressed in document based on the
results of the above tasks (summary of the sentiments).

Aspect level sentiment analysis extracts all the aspect from the document and then
specifies their polarity. It provides all the necessary details in contrast of the doc-
ument level and the sentence level and discover what exactly people liked and did
not liked.

2.5.4 Concept Level

[8] discovered novel approaches to sentiment analysis and opinion mining which turns
unstructured textual information to structured machine processable data. Concep-
tual approaches focus on the semantic analysis of the text through the use of web
ontology or semantic networks which allow the aggregation of conceptual and af-
fective information associated with natural language opinions, and also analyze the
concepts which do not explicitly express any emotion [38]. The analysis at this level
is intended to infer the semantic and affective information associated with natural
language opinions, and hence to enable a comparative fine-grained feature-based
sentiment analysis [8].
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2.6 Types of Sentiment Analysis

Sentiment may include polarity or valence (e.g., positive, negative, neutral), emotion
or feelings (e.g., angry, happy, sad, proud, disappointed, etc.), identify intentions
(e.g., interested, not interested) and other affective states [1].

2.6.1 Fine-grained Sentiment Analysis

Fine grained sentiment analysis presents the level or the flavors of the polarity:
very positive, positive, neutral, negative, very negative, mapped onto 5-star rating:
Very Positive = 5 stars and Very Negative = 1 star, and it can be presented also
with a particular feeling such as, anger, sadness, or worries for negative feelings or
happiness, love, or enthusiasm for positive feelings.

2.6.2 Emotion Detection

Emotion detection systems are systems that can detect emotions like happiness,
sadness, fear, etc., by resort to the lexicon or machine learning.

2.6.3 Aspect-based Sentiment Analysis

It is sentiment analysis in the aspect level used usually when analyzing the sentiment
in subjects, for example to extract opinion which particular aspects or features of
the product.

2.6.4 Intent Analysis

Intent analysis basically detects what people want to do with a text rather than
what people say with that text.

2.6.5 Multilingual Sentiment Analysis

Analyze data in different languages. Sentiment analysis in multiple languages is often
addressed by transferring knowledge from resource-rich to resource-poor languages,
or by using a machine translation system to translate texts in other languages into
English [11].
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2.7 Sentiment Analysis/Opinion Mining Approaches

Sentiment analysis techniques can be categorized into five main approaches such as
machine learning approach, lexicon based approach, hybrid approach, graph based
approach and other approaches as is illustrated Figure 2.3:

Figure 2.3: Overview of sentiment analysis approaches
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2.7.1 Machine Learning Approach

Machine learning is one of the most interesting techniques and widely used due to
its adaptability and accuracy, in the field of sentiment analysis. It is used to pro-
duce sentiment classification models. It uses semantic features by using supervised
and unsupervised learning mechanisms. These methods first build a training set
and label the training data by sentiment. A set of features are then extracted from
the training data by the selection of appropriate features. Generally, unigrams (sin-
gle word phrases), bi-grams (two consecutive phrases), tri-grams (three consecutive
phrases) are selected as feature vectors, and this features are forwarded to a clas-
sifier model such as Naive Bayes (NB), Support Vector Machine (SVM), Logistic
Regression (LR), Random Forest (RF), and so on. After training with the sentiment
labels, the classifier can be utilized to predict the sentiment orientation of a sample
which is not annotated [27].

1. Supervised learning: Builds a classification model to predict the class of
labeled training documents based on predefined category [46].

2. Unsupervised Learning: Doesn’t need to collect and create labeled training
data and don’t care about the domain and topic of training data [46].

2.7.2 Lexicon based Approach

Lexicon based approaches predict the overall sentiment based on an opinion lexicon
and unlabeled data. It is a collection of positive and negative words along with
opinion phrases. Lexicon based approach uses statistical or semantic methods that
evaluate the words in the text based on opinion lexicon to find sentiment polarity of
the text . This approach is categorized into three approaches based on the generation
of the opinion lexicon manual approach, dictionary based approach, corpus based
approach [46]. It is widely adopted in sentiment analysis because of the advantage
that they do not need training data [2].

1. Manual Approach The collection of the sentiment word list is manually
based on individuals domain knowledge and language understanding [46].

2. Dictionary-Based Approach: The collection of the sentiment word list is
with know orientation from lexicographical resources like online dictionary
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[42].

3. Corpus-Based Approach: Corpus-based approach exploits the syntactic
pattern of co-occurrence words along with opinion words to identify and com-
pile opinion words in large corpus, Corpus-based approach eliminates limi-
tation of context-specific classification of opinion words in dictionary based
approach [48].

2.7.3 Hybrid Approach

It is the combination of the two approaches such that machine learning approach and
lexicon based approach, which could collectively exhibit the accuracy of a machine
learning approach and the speed of lexical approach [27]. The advantage of hybrid
approach is it makes the detection and measurement of sentiment at the concept
level, and high accuracy from a powerful supervised learning algorithm [9].

2.7.4 Graph based Approach

Graph based methods are proposed to utilize the social graph and its attributes.
considering the use of graphs to extract the most relevant words associated to the
documents. These methods do not need large amounts of annotated data. How-
ever, they are domain dependent because the sentiment lexicons and the connection
graphs are domain specific [27].

2.7.5 Other approaches

These approaches are sentiment analysis approaches which cannot be classified into
the above categories.
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Chapter 3

Proposed Model

3.1 Overview of The Proposed Model

In our proposed model, we apply topic modeling techniques to check whether the
comments of the students are aligned with the given five attributes by computing
the similarity between the predicted five topics with actual five attributes. We also
apply the lexical-based sentiment classification on the review data to classify them
into negative and positive to check weather reviews of the students are matching
with the average rating of the students.

Our proposed model which describes a sentiment analysis and opinion miming
for learning analytics is shown in Figure 3.1. As shown in Figure 3.1, the proposed
system is running in three main phases such that 1) data preparation: this phase is
the preprocessing of the collected data to make it suitable for the next step to extract
the features correctly and, also, the feature extraction to represent the input text
document into a numerical representation, 2) topic modeling: to check whether the
comments of the students are aligned with the given five attributes by computing
the similarity between the predicted five topics with actual five attributes, and, 3)
sentiment analysis: to check weather reviews of the students are matching with the
average rating of the students.
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Figure 3.1: Overview of the proposed model

3.2 Preproccessing

Data preprocessing is an important task in machine learning and is the first step to
be carried out. It is one of the steps in the natural language processing task that
transforms data likely to contain many errors and not understandable into proper
and understandable format. Preprocessing consists of several techniques that prepare
raw data for further processing activity. As shown in Figure 3.2, the steps to be taken
in text data preprocessing to assure the success of sentiment analysis and opinion
mining techniques.
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Figure 3.2: Text preprocessing techniques

3.2.1 Tokenization

The preprocessing task starts with tokenization. It is a mandatory step before any
kind of processing and is considered as crucial step in natural language processing.
Therefore, it is a crucial step in sentiment analysis and opinion mining because most
sentiment analysis techniques comprehend words instead of text data. The most
important thing to do with raw text is to split it into sentences and the sentences
into separate terms called tokens. This tokens can be words, characters, punctuation
symbols, each data raw presented by list of tokens.

3.2.2 Text Cleaning

Not every token is apparent in the list of tokens. The output of tokenization step is
valuable and some of them do not have a useful meaning and its analysis don’t give
any help to the sentiment analysis and opinion mining tasks. Therefore, the text
cleaning task is needed before any sentiment analysis and opinion mining task.
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Text cleaning task in our proposed system consist of several steps. Punctuation
removing: it deletes all graphic signs which symbolizes a punctuation mark. The
second step is stopword removal: stopwords are non significant words in a text that
are the most common in a language such as "the”. finally Lowercase the words
converting all text to the same case lower, removing small words such as “my”,
words that have fewer than 3 characters.

3.2.3 Stemming and Lemmatization

For grammatical reasons, documents are using different forms of a word, and it
contain families of derivationally related words with similar meanings. for the text
mining process are different words without any relationship because it is not written
in the same way. This explains the existence of methods in natural language pro-
cessing to eliminate this issue. These methods are Stemming and Lemmatization.

Stemming is the process of producing the word stem by eliminating all kind of
affixes from the word. It reduces words into their root form, however, lemmatization
do not disperse too much about stemming differing in that lemmatization is able to
find the base or dictionary form of a word based on a vocabulary and morphological
analysis of words. The process of changing words into their root word is illustrated
using Figure 3.3:

20



CHAPTER 3. PROPOSED MODEL

Figure 3.3: Example for text preprocessing

3.2.4 Feature Extraction using Bag of Word

To represent the input text document into a numerical representation, features that
have to be extracted. In this section, we will present the type of features that will
be used in the proposed system. In our proposed system, we used Bag-of-words
(BoW). It is a commonly adopted and effective feature extractor for document rep-
resentation, a representation of text that describes the occurrences (frequency) of
words within a document. The bag involves two component: a vocabulary of known
words and a measure of the presence of known words. Assume that we have a set of
documents D = {d1, d2, . . . , dn} and the dictionary T = {t1, t2, . . . , tm}. The output
of the representation will be an Rn×m matrix called the term document matrix. As
shown in Figure 3.4:
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Figure 3.4: Term document matrix

In our approach the feature extraction step consist of two branch steps:

• Dictionary: Create a dictionary containing all words appearing in the docu-
ment by deleting the repetition.

• Bow corpus: For each document, we create a vector reporting the words
presented by number. This number is it’s arrange in the dictionary and how
many times those words appear.

Let’s apply the feature extraction on the previous example as shown in Figure 3.5:
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Figure 3.5: Example of feature extraction.

3.3 Topic Modeling

It becomes difficult to get meaningful information from large amount of text (un-
structured data). The more data, the more information becomes available; It became
necessary to exist a powerful techniques for analysis of a huge collection of a doc-
ument. Topic modeling provides methods to organize, understand and summarize
large collections of textual information

Topic modeling refers to a suite of algorithms or methods that identifies hidden
thematic structure of a document in a large collection. The inputs of the algorithm
are a document in collection of texts and its output is a set of topics and the degree
to which each document exhibits those topics. A topic is a set of words that often
occur together and have same content. This means that the main significance of
topic modeling is to find the structure of word use and how to link documents that
share the same structure. A topic model is a generative model for a collection of
documents which describes a simple probabilistic procedure. By using probabilistic
procedure, documents can be produced and a new document generated by choosing
a distribution over topics. Then, each and every word in that document chooses a
topic randomly depending on the distribution. After that, take a word from those
topics. The results of topic modeling algorithms can be used for various text mining
task such as summarization or document classification [3, 16].
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There are a lot of Topic Modeling methods which include Vector Space Model
(VSM), Latent Semantic Indexing (LSI), Probabilistic Latent Semantic Analysis
(PLSA), Latent Dirichlet Allocation (LDA). In our experiment, we used LDA and
LSI and we will address them later.

To get better understanding the framework of the topic modeling, we describe
the basic concept behind it using Figure 3.6. It shows the steps in topic modeling
which include bag of word, training of model and output of topic model.

Figure 3.6: Topic modeling framework [3]

3.3.1 Latent Dirichlet Allocation (LDA)

[5] proposed the LDA model. Figure 3.8 shows a more general framework to overcome
PLSA limitations [17]. LDA is a generative probabilistic model of a corpus. The
basic idea is that documents are represented as random mixtures over latent topics,
generated by a Dirichlet prior which is able to predict new documents, where each
topic is characterized by a distribution over words [5].

In LDA, we assume that there are k underlying latent topics according to which
documents are generated, and that each topic is represented as a multinomial distri-
bution over the |V | words in the vocabulary. A document is generated by sampling

24



CHAPTER 3. PROPOSED MODEL

a mixture of these topics and then sampling words from that mixture [4].

We assume that we have [5]:

• A word is an unit-basis vector from a vocabulary set indexed by {1, . . . , |V |}.

• A document is a sequence of N words denoted by W = {w1, w2, . . . , wN}.

• A corpus is a collection of M documents denoted by D = {w1, w2, . . . , wM}.

The LDA generative process for each document W in a corpus D can be defined as
follows, as shown in Figure 3.7 and Figure 3.8:

1. Choose the length of the document.

2. Choose a multinomial distribution θ over topics (a k-vector lies in the (k− 1)-
simplex if θi ≥ 0,

∑k
i=0 θi = 1) where k is the dimensionality of the topic

variable z and the parameter vector α is a k-vector (k is the number topics)
with components αk > 0, p(θ|α) is the probability density function of the
Dirchlet distribution:

p(θ|α) =
(Γ

∑k
i=1 αi)∏k

i=1 Γ(αi)
θα1−1
1 · · · θαk−1

k

3. For each of the N words wn in the document:

• Choose a topic zn with p(topic) = θ.

• Choose a word wn from a multinomial conditioned on zn with p(w =

wj|topic = zn, β) word probabilities β is k × V matrix βij = p(wj =

1|zi = 1).

Figure 3.7: LDA generative process [5]
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Figure 3.8: LDA model [5]

In general, we can summarize that LDA topic modeling considers the corpus
like a mixture of topics that are presented in all the documents of the corpus, and
each word in the corpus belongs in one topics of the corpus topics. The inputs of
the LDA model are the corpus and the output is a different topic presented in the
corpus and word distributions in each topic and the LDA process is to assign each
word in every document of the corpus randomly to one of topics lists. Therefore, it
gives topic representations of all documents and word distributions of all the topics.

3.3.2 Latent Semantic Indexing (LSI)

LSI also called as Latent Semantic Analysis (LSA), is a technique which analyzes
relationships between a collection of documents and the terms they contain by pro-
ducing a set of concepts related to the documents and terms [25]. The main idea
behind LSI is to utilize term co-occurrence to derive a set of latent concepts, words
which frequently occur together are assumed to be more semantically associated [40].
It uses SVD to identify patterns in the relationships between the terms and concepts
contained in an unstructured collection of text [3]. LSI extracts latent topics from
the corpus by decomposition or dimension reduction of the term-document matrix
presentation of the corpus using sing singular value decomposition (SVD).

LSI Processing proposed by [7] is illustrated in the following steps:

1. A matrix A is formed, where in each row corresponds to a term that appears
in the documents, and each column corresponds to a document. Each element
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am,n in the matrix corresponds to the number of times that the term m occurs
in document n.

2. Local and global term weighting is applied to the entries in the term-document
matrix. This weighting may be applied in order to achieve multiple objectives,
including compensating for differing lengths of documents and improving the
ability to distinguish among documents. Some very common words such as
and, the, etc. typically are deleted entirely (e.g., treated as stopwords).

3. Singular value decomposition (SVD) is used to reduce this matrix to a product
of three matrices:

A = UΣV T

Where A ∈ Rt×d term document matrix corresponding to documents, U ∈ Rt×t

orthogonal matrix having the left singular vectors of A as columns, Σ ∈ Rd×d

orthogonal matrix having the right singular vectors of A as columns, and,
V ∈ Rt×d diagonal matrix whose elements are the singular values of A (the
non-negative square roots of the eigenvalues of AAT ).

4. Dimensionality is reduced by deleting all but the k largest values of Σ, together
with the corresponding columns in U and V , yielding an approximation of A
shown in Figure 3.9.

Ak = UkΣkV
T
k

Which is the best rank-k approximation to A in a least-squares sense.

5. This truncation process provides the basis for generating a k-dimensional vec-
tor space. Both terms and documents are represented by k-dimensional vectors
in this vector space.

6. New documents (e.g., queries) and new terms are represented in the space by
a process known as folding-in [18].

7. The similarity of any two objects represented in the space is reflected by the
proximity of their representation vectors, generally using a cosine measure.
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Figure 3.9: Schematic of the Singular Value Decomposition (SVD) of a rectangular
term by document matrix [13]

3.4 Sentiment Classification using SentiWordNet

The aim of sentiment analysis is to extract the opinion of a given text at the docu-
ment, sentence, or aspect level and classifying them whether the expressed opinion
in a document, a sentence or an entity aspect is positive, negative, or neutral. In
our research we apply the SentiWordNet lexical resource to the problem of senti-
ment classification of students reviews to classify them into positive or negative.
SentiWordNet classification is lexicon based sentiment analysis and classification. It
uses the opinion lexicon SentiWordNet which is derived from the WordNet database
where each term is associated with numerical scores indicating positive and negative
sentiment information [34].

SentiWordNet is an automatically generated lexical resource in which each Word-
Net synset is tagged with a triplet of numerical scores representing how Positive,
Negative, and Objective a synset is. It is produced by asking an automated classifier
Φ to associate to each synset s of WordNet, a triplet of numerical scores Φ(s, p)

(for p ∈ P = {Positive,Negative, Objective}) describing how strongly the terms
contained in s enjoy each of the three properties [14].

A WordNet is a lexicon. The idea behind WordNet is to create a “dictionary of
meaning” integrating the functions of dictionaries and thesauruses. Lexical informa-
tion is not organized in word forms, but in word meanings which is consistent with
the human representations of meaning and their processing in the brain [26].
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Chapter 4

Experiments

4.1 Dataset

All data science processes require the necessary amount of data to be able to work
with. To evaluate the proposed model we need data. Our first task of the research is
to collect it. In our case we need opinion text dataset that can be used for learning
analytics in order to detect the mood and opinion of student on various topics
of interest as well given lectures and we preferred use something related to our
university, the Eötvös Loránd University in Budapest, Hungary. We used the Mark
My Professor to collect data on ELTE Faculty of Informatics website1.

4.1.1 Mark My Professor Website

Mark My Professor is a Hungarian website dedicated to evaluate higher education
teachers and trainers by their students, the evaluation of teachers on the website is
completely anonymous. The users of the website who have or are currently taking a
particular professor’s course may post a rating and review of any professor that is
already listed on the site. Furthermore, users may create a listing for any individual
not already listed, a student must rate the professor on a scale from one to five;
five are the best, one is the worst in the following attributes: "Performance of re-
quirements", "Usefulness of Subject", "Helpfulness", "Preparedness" and "Diction".
Students also post review about a specific subject of this professor, every professor
listed in the web site have computed the average on these five attributes. It is cal-

1http://www.markmyprofessor.com/
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culated from the students scales, and average of the five attributes results. There is
existing version for all faculties on the Hungarian universities. In our experiment,
we use the one that is custom of ELTE Faculty of Informatics that students of this
faculty can evaluate teachers from the same faculty.

Figure 4.1: Elte informatics Mark My Professor Website
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Figure 4.2: Example of Mark My Professor user interface

4.1.2 Data Collection

The collection of the data can be done in many different ways. There are accessible
open data sources which are ready to use and to enforce for processes, or data which
can be purchased from different companies and enterprises or it can be taken for
free. Another way is get the data from the Internet. The process of getting the
information from the web is called the web indexing, the tools of web indexing is
the web crawling or also called spider or spiderbot which semantically browses the
World Wide Web. In our case we collected it using web crawling, we used the online
crawler Import.io2, this crawler extract our data from Mark My Professor website. Of
course, the extracted data was written in Hungarian language. The next step before
to be able to work with the data we need to translate it into English language. The
translation step performed by same translation tools available online in the internet
such as Google translation3 and another tools. Let us give an overview about the
Import.io crawler and the way of its uses.

2https://https://www.import.io//
3https://translate.google.com/
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4.1.3 Import.io Website

Import.io is an automated web platform for crawling or extracting data from websites
it transfer unstructured data to structured data usable in different processes which
are semantically browsing the World Wide Web. It is machine learning based with
no coding required. The Import.io has uses in various domains:

• Retail & Manufacturing.

• Equity & Financial Research.

• Machine Learning Model Training.

• Risk Management.

• Product, Marketing & Sales.

Import.io has a number of features, mentioned in the Import.io website:

• Extract: First, the user enters a URL or multiple URLs of website(s) that
provide the data. If the data is behind a login, behind an image, or it need to
interact with a website, Import.io will skip this pages and it will get the user
to pages of data need. Once there, the app attempts to automatically extract
the data that it thinks the user needs, or simply the user can point and click
on the data and direct the crawler what to extract. After the extraction, the
crawler allows the download of the structured data as CSV, Excel, JSON or
accessed via API.

• Transform: Import.io allows the user to clean and transform the extracted
data in various formats. Also, it lets the integration of new data and addition
of new columns in the extracted data.

• Insights: The crawler lets the user to visualize and report on the data. The
user can see the data in graphs and charts.

• Integrate: The Import.io APIs automate the integration of the extracted data
into the user internal and external process.
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Figure 4.3: Data extraction using Import.io

Figure 4.4: Collected data from Import.io

4.1.4 Collected Data

In this section, we are going to provide all the details about the two datasets collected
and used to evaluate the performance of the proposed model. The dataset have been
kindly provided by Mark My Professor website. The entire information contained
within the dataset covers a range of 5300 students reviews (first dataset) and ratings
(second dataset) about 355 professors.

The first dataset is the ratings dataset. It represents a set of ratings about profes-
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sors. This rating is based on specific subject taught by the professor by evaluated him
in five attributes: "Performance of requirements", "Usefulness of Subject", "Helpful-
ness", "Preparedness" and "Diction". The dataset is containing 355 columns, each
column is described with the name of the teacher (teacher name), the average of
the students ratings for each attribute from the above mentioned five attributes of
ratings, and, also the professor’s courses (courses).

Figure 4.5: The first five rows of the ratings dataset

The second dataset is the reviews dataset representing a set of students reviews.
The reviews are given for the professor and the subject taught by him based on the
above mentioned five attributes. The dataset contains 5346 columns described with
the name of the professor who has been evaluated (teacher name), the subject name
on which the professor was evaluated (subject) and the comment in which describe
the opinion (comment). All the comments labeled with the same professor name
were merged in the same comment.
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Figure 4.6: The first five rows of the reviews dataset

4.2 Performance Measures

In order to see the performance of the topic modeling algorithm and to check whether
the comments of the students are aligned with the given five attributes, we computed
the similarity between the predicted five topics with actual five attributes. After
doing the similarity and getting some output in forms of binary classes (positive
and negative), the next step is to find out how effective is the model based on some
metrics. Different performance metrics are used to evaluate based on the predicted
similarity and the ratings which are given by the students for every attributes given
by the system.

The other experiment that we carried out is the sentiment analysis. For each
professor, students give ratings and textual comments. To see the agreement between
the ratings and the students textual feedbacks, we performed sentiment analysis.
First we classify the comments into positive and negative using the SentiWordNet
sentiment analysis toolkit. Then, we compare the predicted class with the average
rating given by students for each professor. After doing the sentiment analysis and
getting some outputs in forms of positive and negative classes, the next step is to
find out how effective is the model Depending on the use of some metrics. Different
performance metrics are used to evaluate different machines learning algorithms.
We can use classification performance metrics such as confusion matrix , accuracy,
precision and recall.
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4.2.1 Matrix Similarity

A document is represented using term document metric with the use of the bag
of word feature extraction where the value of each dimension corresponds to the
number of times that term appears in the document. In order to find which of them
are relevant, a metric similarity is needed to calculate distance between the vectors.
For this reason the cosine similarity is the more appropriate to us because property
of the cosine similarity is its independence of document length, it then gives a useful
measure of how similar two documents are likely to be in terms of their subjects
matter.

To compute the similarity between the predicted topics and the actual attributes,
we used cosine similarity. Cosine similarity of two documents corresponds to the
correlation between the vectors, this is quantified as the cosine of the angle between
vectors [43].

Given two topic vector representation A,B ∈ Rm over the word set W =

{w1, w2, . . . , wN}, their cosine similarity is:

Cos(A,B) =
aT b

‖a‖2‖b‖2
For example, consider the following four documents: D1 = “good teacher”, D2

= “good lecture”, D3= “teacher lecture”, D4 = “teacher teacher lecture lecture”. As
shown in Figure 4.7, the Documents D3 and D4 representing the same topic, the
cosine of the angle between the two vectors D3 and D4 is 1; D1 and D2 are very
similar topics. While with cosine similarity the order of relevance to: D1 will be D4,
D2 and D3 the same order with D4, D2 will be D1 and D3 the same order with D4,
D3 will be D4 and D1 the same order with D2, D4 will be D3 and D1 the same order
with D2.
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Figure 4.7: Example of Cosine similarity

4.2.2 Evaluation Metrics

Different performance metrics are used to evaluate different ML Algorithms. For
now, we will focus on the ones used for classification problems. We can use clas-
sification performance metrics such that confusion matrix, accuracy, precision and
recall. Before we express the used evaluation metrics, lets define terms associated
with them, the terms true positive, true negative, false positive, and false negative
compare the results of the classifier to be tested with external trusted evaluations.
The terms positive and negative refer to the classifier’s output, while the terms true
and false refer to whether that classification is compliant with the one performed
from the trusted external evaluation.

• True Positives (TP): True positives are the cases when the actual class was
True and the predicted is also True.

• True Negatives (TN): True negatives are the cases when the actual class
was False and the predicted is also False.

• False Positives (FP): False positives are the cases when the actual class was
False and the predicted is True.
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• False Negatives (FN): False negatives are the cases when the actual class
of the data point was True and the predicted is False.

1. Confusion matrix:

The confusion matrix in itself is not a performance measure as such, but almost
all of the performance metrics are based on it. The confusion matrix is a matrix
presentation of the accuracy of a model with classes. In our proposed system
this shows a more detailed breakdown of correct and incorrect classifications
for each class. The confusion matrix is a matrix that our actual classifications
are columns and the predicted ones are rows and sets of “classes” in both
dimensions. Figure 4.8 shows the example of confusion matrix.

Figure 4.8: Confusion matrix

2. Accuracy:
Accuracy measures how often the classifier makes the correct prediction. Is
calculated as the ratio between the number of correct predictions and all the
predictions made.

Accuracy =
TP + TN

all predictions
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Figure 4.9: Accuracy

3. Precision:
Precision, or True Positive Accuracy, is a measure of exactness or fidelity and
is calculated as the ratio of items correctly identified as positive and the total
items identified as positive.

Precision =
TP

TP + FP

Figure 4.10: Precision

4. Recall:
Recall, or Sensitivity or True Positive Rate, is a measure of completeness and
is calculated as the number of items correctly identified as positive out of total
true positives.

Recall =
TP

TP + FN
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Figure 4.11: Recall

4.3 Implementation Details

4.3.1 Packages Used

This section provides an overview of our proposed system implementation. It de-
scribes details about the programming language and its packages used in the im-
plementation of the model and the data preprocessing. The models and the data
processing were implemented in Python 2.7.14. The Python programming language
is a multi-paradigm, general-purpose, interpreted, high-level programming language.
It is one of the most popular languages for scientific computing and machine learn-
ing that can be used in many contexts and adapted to any type of use through
specialized packages for each treatment. Python libraries offer open source imple-
mentations of many tasks and algorithms. In our implementation we used Pandas,
Numpy, Gensim, Nltk, sklearn, Scikit-plot. We will give a brief description about
this libraries and about our uses of it.

Gensim is a Python library that implements tools for work with topic mod-
elling, document indexing and similarity retrieval. It is toolkit implementation of
the natural language processing (NLP) and the information retrieval (IR) commu-
nity. Gensim has very efficient implementations of popular algorithms, such as on-
line Latent Semantic Analysis (LSA/LSI/SVD), Latent Dirichlet Allocation (LDA),
Random Projections (RP), Hierarchical Dirichlet Process (HDP) or word2vec deep
learning. Gensim is specifically designed to handle huge text collections. Gensim was
chosen to be the implementation of topic modeling algorithms LDA and LSI, data
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preprocessing, feature extraction, bag of words and performance evaluation matrix
similarity.

NumPy (stands for Numerical Python) is the fundamental package for scientific
computing with Python. It provides an abundance of useful features for operations
on n-arrays and matrices in Python. The library provides vectorization of math-
ematical operations on the NumPy array type, sophisticated functions, tools for
integrating C/C++ and Fortran code, useful linear algebra, Fourier transform, and
random number capabilities. In our system, the term-document matrices was gen-
erated, for that the use of the NumPy libraries it is self evident.

The Natural Language Toolkit (NLTK) is a Python package for natural language
processing. NLTK is a leading platform for building Python programs to work with
human language data. It provides over 50 corpora and lexical resources such as
WordNet, along with a suite of text processing libraries for classification, natural
language processing, computational linguistics, parsing, tagging, tokenizing, syntax,
linguistics, language, text analytics. NLTK was also used in the preprocessing such
as stemming and lemmatization and also it was used to implement the SentiWordNet
classification.

Pandas is a Python package designed to do work with “labeled” and “relational”
data simple and intuitive. It is a perfect tool for data wrangling. It designed for
quick and easy aggregation, and visualization. It allows manipulating data tables
with labels of variables and individuals. These arrays are called DataFrames. One
can easily read and write these DataFrames from or to a tabular file. Graphs can
be easily drawn from these DataFrames using matplotlib. And also allows to handle
missing data and powerful grouping by functionality.

Sklearn is a Python module for machine learning and image processing built on
the top of SciPy, and makes heavy use of its math operations. It features various
classifications, regression and clustering algorithms. It includes functions for support
vector machines, random forests, gradient boosting, k-means and DBSCAN. In our
case it was chosen for the implementation of the performance evaluation in the level
of sentiment analysis to calculate the performance metrics accuracy, precision and
recall.

Scikit-plot is a package that provides tools to generate quick and beautiful graphs
and plots with as little boilerplate as possible. The library includes plots for ma-
chine learning evaluation metrics e.g., confusion matrix, plots built specifically for

41



CHAPTER 4. EXPERIMENTS

classifiers and regressors, clusters of instances and dimensionality reduction.

4.4 Results and Discussion

This section details the results of the conducted experiments. The experiment was
divided into two steps as follows:

• Applying different topic modeling algorithms on our datasets which are men-
tioned in chapter 3 and evaluating the results.

• Applying the SentiWordNet classification algorithm which is mentioned in
chapter 3 and evaluating the results.

From the results of the topic modeling algorithms LDA and LSI, we found that
the best model is LDA because it has a higher performance that the given baseline,
LSA what gives as only one topic from every professor comments therefore it was not
useful for our system. The calculated similarity matrix between the topics resulting
from LDA algorithm and the five attributes, and the rating given by the students for
the five previous attributes are the measured values of different performance metrics
which are mentioned in section 4.2. We will discuss the experimental results of the
LDA performance in the section 4.4.1. The results of the sentiment classification
and the average rating given by the students are the measured values of different
performance metrics, the experimental results will be discusses in section 4.4.2.

4.4.1 Topic Modeling (LDA) Evaluation

The objective of this experiment was to answer the first research question. According
to the experimental results, the topics predicted using topic modeling are aligning
with the actual five attributes given by the system. Figure 4.12 represents a sample
consisting of ten professor’s matrix similarity between the predicted topic for each
attribute of the five attributes in the scale from 1 to 5.
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Figure 4.12: Results of similarity matrix of the first ten professors

Figure 4.13 and Table 4.1 show the results of LDA algorithm based on the mea-
sures of different performance metrics on dataset. Table 4.1 reports the accuracy,
recall and precision for the first objective of the proposed system using topic mod-
eling and Figure 4.13 present the confusion metrics. Each attribute from the five
attributes is presented with the predicted similarity and the rating given by the
students. As shown in Table 4.1, the reviews of the students are distributed to the
five topics. Because of this, the recall and the precision vary from topic to topic:

As it is illustrated in the Table 4.1, concerning the performance of requirements(P
of R) there are high precision 72% and low recall 28%. Which means that in one
hand 72% from the reviews predicted to be positive; the ratings given by the students
were positive as all. In the other hand percentage of 28% from the positive ratings
resulted in positive reviews gathered from the students. Regarding the usefulness
of a subject (U of S) the distinction between the precision and the recall is highly
noticed, there are high precision 73% and low recall 38%. This indicates that 38% of
the students’ positive ratings have also positive reviews. As 73% from the students’
positive reviews have a students’ positive ratings as well. When it comes to the
preparedness (P) and helpfulness (H) they have a very low precision 0,2% and very
low recall 16%. which is reflected in 16% from the students’ positive ratings are
correspond to positive reviews and just 0,2% from the students’ positive reviews
are correspond to positive ratings. Finally the diction (D) has a low recall and low
precision, the distinction between them was very high, i.e. 0,9% of students’ positive
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reviews are matching with the ratings and 30% of the positive ratings are matching
with the reviews.

Figure 4.13: Confusion matrix of each attribute based on the LDA results and stu-
dents the ratings
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Performance Matrix P of R U of S H P D

Accuracy 0.28 0.38 0.16 0.16 0.30

Precision 0.72 0.73 0.02 0.02 0.09

Recall 0.28 0.38 0.16 0.16 0.30

Table 4.1: Final model statistics at each attribute based on the LDA results and the
students ratings

We performed the topic modeling experiment for two main objectives. The first
one is to check whether the comments given by the students are based on the five
attributes of the system or not. The second one is to see whether the comments of
each topic and the ratings given by students for this topic were matching or not.
According to the experimental results, 28% of the predicted comments and the aver-
age rating given by students concerning the performance of requirements attribute
were matching and 72% were not matching. 38% of the predicted comments and
the average rating given by students according the usefulness of a subject attribute
were matching and 62% were not matching. The preparedness and the helpfulness
have the same results, 16% were matching and 84% were not matching. Diction
results states that 30% were matching and 60% were not matching. From this we
can conclude that the textual comments given by the student and the ratings were
not matching.

4.4.2 SentiWordNet sentiment classification Evaluation

The aim of this experiment is to answer the second research question. According to
the experimental results, as shown in Figure 4.14 and Table 4.2, we measured the
different performance metrics of the models on our dataset relative to the sentiment
classification. Table 4.2 reports the accuracy, recall and precision of the second
objective of the proposed system using sentiment analysis and Figure 4.14 present
the confusion matrix. The matrix was calculated based on the predicted polarity
from the comments and the ratings given by the students. As shown in table 4.2,
the results are brilliant. We have a very high accuracy, recall and precision. The
distinction between the recall and the precision is very low. The recall 79% and
precision 81%. This indicates that 79% of the students’ positive ratings have also

45



CHAPTER 4. EXPERIMENTS

positive reviews. As 81% from the students’ positive reviews have a students’ positive
ratings as well.

Figure 4.14: Confusion matrix based on students average rating and the sentiment
analysis results

Performance Matrix SentiWordNet Evaluation

Accuracy 0.79

Precision 0.81

Recall 0.79

Table 4.2: Final model statistics based on students average rating and the sentiment
analysis results

The main objective of the sentiment analysis experiment is to see whether the
comments given by the students and the average rating were matching or not. Ac-
cording to the experimental results, 79% of the textual comments given by the
students and the average rating were perfectly matching. It was 21% from the tex-
tual comments and the average rating were not matching. From this we can conclude
that the majority of students are given appropriate feedback.

From the conducted experiments and their results the majority of the students
are not given feedback according the all the five attributes performance of the require-
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ments, usefulness of a subject, preparedness, helpfulness, and diction, the majority
of them concentrate to give feedback based on same of the attributes.
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Chapter 5

Conclusion and Future Work

5.1 Final Considerations

The objective of this study was to develop and implement text mining techniques,
with particular interest in opinion mining and sentiment analysis, to be used in the
area of learning analytics in order to detect the mood and opinion of students on
various topics of interest as well as on given lectures. We conducted experiments
using state of the art opinion mining and sentiment analysis models. First of all,
we collected two datasets from Elte Mark My Professor IK (Faculty of Informatics)
website by using the Import.io web crawler and we translated it from Hungarian
language to English language. The first data set was rating dataset and the second
was reviews dataset which represent a set of ratings and a set of reviews about pro-
fessors based on specific subject taught by the professor evaluated in five attributes:
performance of requirements, the usefulness of a subject, helpfulness, preparedness,
and diction. The datasets were preprocessed in a way that all the ratings of the
same professor was presented by their average and all the reviews were merged in
one review.

In this experiment, we extracted the features and, after that, we performed two
experiments: We made topic modeling on the comments for each professor to cheek
whether the comments was given based on the five attributes given by the system,
and, to see whether the comments of each topic and the ratings given by the students
for this topic were matching or not. For the topic modeling we used LDA and LSI
algorithms. We have found that LDA have a higher performance than LSA. Also
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we made sentiment analysis on each comment and classified them into positive and
negative. We compared the results with average rating to see the alignement between
the comments and the ratings. Our experiments were implemented in python and
serveral of its packages were used. We found that most of the students give ratings
based on same of the attributes given by the system.

5.2 Future Work

The experiment was carried out on a limited dataset. More useful and insightful
results could be gained if the experiment was carried out on large scale dataset.
Not only on large scale dataset but different methods of sentiment analysis could be
used as well. When we collected the dataset, we translated the data from Hungarian
language to English language using Google translation. Better result might be also
obtained if the experiment was performed on the original data.

Developing an application in which students can provide their feedback and texts
on a certain topic of interest. Will also be an interesting topic to obtain more data.
The application could also contain a dashboard providing real-time feedback for
teachers and learning managers helping them in further decision making in order to
improve the learning experience of students.
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